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Outline

 A Short Intro do MCC Lab at UMKC 
 A Crash Course on Image Coding
  Deep Learning as a compression tool in standard based codec
  End to End Learning based compression
  Summary & Discussions
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 University of Missouri, Kansas City

Short Bio:

Research Interests:
 Immersive visual communicaiton: light field, point 

cloud and 360 video coding and low latency 
streaming

 Low Light,  Res and Quality Image Understanding
 What DL can do for compression (intra, ibc, sr, inter, 

end2end, c4m)
 What compression can do for DL (model 

compression, acceleration, feature map 
compression, distributed training)

signal processing and 
learning

image understanding visual communication mobile edge computing & communication
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MCC Lab@UMKC

 The City
 Sister city of Xian, Edgar Snow's home town

 The MCC Lab
 People:
 2 post-doc, 8 PhDs, 2 visiting PhD on CSC 

from SJTU and XJTU
 Teaching:

• Digital Image Processing, Computer 
Vision, and Video Coding. 

 Research focus: 
• Use cases: imaging, compression, and 

vision
• Tools: filtering, sparse representation, 

subspace methods, deep learning, 
optimization 
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MCC Lab
http://l.web.umkc.edu/lizhu

 Faculty & Post-Docs:
 Zhu Li, Northwestern, Lab Director (Fall, 2015~)
 Li Li, Univ of Science & Tech of China, Visiting Assistant Professor/Asst. Director of MCC Lab (Fall, 

2016~)
 Renlong Hang, Nanjing Univ of Info Science & Tech (NUISCT), Post-Doc Researcher (Fall, 2018~)

 PhD Students
     Dewan F. Noor, Bangeladesh Univ of Engineering & Tech, PhD Student (Spring, 2016~)
     Zhaobin Zhang, Huazhong Univ of Science & Tech, PhD Student (Fall, 2016~)
     Yangfan Sun, MS UMKC, PhD Student (Spring 2017~)
     Raghunath Puttagunta, MS UMKC, PhD Student (Fall 2017~)
     Birendra Kathariya, MS UMKC, PhD Student (Fall, 2017~)
     Anique Akhatar, PhD Student (Spring, 2018~)
     Wei Jia, B.S and M.S, (Beijing Univ of Post & Telecomm)BUPT, PhD Student (Fall, 2018~)
     Paras Maharjan, MS/PhD student, Deep learning image enhancement/post processing. 2018~
     Matthew Kayrish, PhD Student (Spring, 2019~).
     Han Zhang , visiting PhD student, Shanghai Jiaotong Univ (SJTU), 2018~
     Wenjie Zhu, visiting PhD Student, SJTU, 2017-18.
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Entropy, Conditional Entropy, Mutual Info
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Essential of Arithmetic Coding

  Encoding: 
 CDF: Fx()=[0.7 0.8 1]

 T(X)=(0.546+0.560)/2=0.553
 P(X)= 0.014; l(X)=6 bits
 Code: (0.553)2 = 0.100011011

ECE 5578 Multimedia 
Communciation, 2018
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LOW=0.0, HIGH=1.0; 
while (not EOF) {

n = ReadSymbol();
RANGE = HIGH - LOW;
HIGH = LOW + RANGE * CDF(n);
LOW  = LOW + RANGE * CDF(n-1);

}
output LOW;

T(X)

what if 
PMF not 

fixed?
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YUV/YCbCr/YIQ Model
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Rec. 601 for TV: specifies a range of [16, 235] for Y’ and [16, 240] for CB and CR.
To obtain Y’CBCR from 8-bit R’G’B’ values (i.e., in the range [0, 255]), use the 
transformation:
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Color Space  Re-Sampling
 RGB components of an image have strong correlation.
 Can be converted to YUV space for better compression.

 HVS is more sensitive to the details of brightness than color.
 Can down-sample color components to improve compression.

YUV 4:4:4
No downsampling
Of Chroma

Chroma sampleLuma sample

YUV 4:2:2
• 2:1 horizontal downsampling
   of chroma components
• 2 chroma samples for
   every 4 luma samples

       YUV 4:2:0
•2:1 horizontal downsampling
   of chroma components
•1 chroma sample for every 
   4 luma samples

MPEG-1                MPEG-2
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The Basics of Image Coding

  Block (8x8 pel) based coding
  DCT transform to find sparse 

representation
  Quantization reflects  human visual 

system
  Zig-Zag scan to convert 2D to 1D 

string
  Run-Level pairs to have even more 

compact representation
  Hoffman Coding on Level Category
   Fixed on the Level with in the 

category

p.10
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Coding of AC Coefficients

 Zigzag scanning:  Example
     8     24    -2    0     0     0     0     0
   -31    -4     6    -1     0     0     0     0
     0    -12    -1    2     0     0     0     0
     0      0    -2    -1     0     0     0     0
     0      0     0      0     0     0     0     0
     0      0     0      0     0     0     0     0
     0      0     0      0     0     0     0     0
     0      0     0      0     0     0     0     0

p.11

 Example: zigzag scanning result
24 -31 0 -4 -2 0 6 -12 0 0 0 -1 -1 0 0 0 2 -2 0 0 0 0 0 -1 EOB

 (Run, level) representation:
 (0, 24), (0, -31), (1, -4), (0, -2), (1, 6), (0, -12), (3, -1), (0, -1),

(3, 2), (0, -2), (5, -1), EOB
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Better Intra Prediction

  Much more modes
 DC mode: copy DC values from neighbor
 Planar mode: top row or left col average
 Angular: pixels on certain line
 Ref: Jani Lainema, Frank Bossen, Woojin Han, Junghye Min, Kemal Ugur, Intra 

Coding of the HEVC Standard. IEEE Trans. Circuits Syst. Video Tech. 22(12): 1792-
1801 (2012)
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Like a sparse transform basis!
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  Prediction Structure

 Fast Block Motion Estimation:

Video Signal Processing
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Renxiang Li, Bing Zeng, Ming L. Liou:
A new three-step search algorithm for block motion estimation. IEEE Trans. Circuits Syst. Video Techn. 4(4): 
438-442 (1994)
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Inter-Prediction

  The purpose: reduce 
the pixel entropy / 
variance

 The differential 
entropy of a pixel is 
bounded by its 
Gaussian entropy of 
the same variance
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HEVC Coding Structure
  Quad Tree Decomposition:
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Slide Credit: Vivienne Sze & Madhukar Budagavi, ISCAS 2014 Tutorial 

Ref:
G. Schuster, PhD Thesis, 1996: Optimal Allocation of Bits Among Motion, Segmentation and Residual 
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HEVC Coding Tools
  HEVC (H.265) vs AVC (H.264)
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Deblocking Filter
 Reduce blocking artifact in the reconstructed frames
 Can improve both subjective and objective quality
 Filter in H.261:
 [1/4, 1/2, 1/4]: Applied to non-block-boundary pixels in each block.
 A low-pass smoothing filter.

 In H.264 (and H.263v2), this is used in the prediction loop to 
improve motion estimation accuracy. Decoder needs to do the 
same. Also called loop filter.

Before….              and         After

H.265: 
 8x4 block level

H.264: 
 4x4 block level
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Outline

  Current SOTA Compression Framework  Intro
  Deep Learning (DL) as a compression tool in standard based 

codec
 DL Super Resolution in intra coding
 Residual + Reconstruction Deep Learning for deblocking 
 Deep Learning Interpolation in Motion Compensation 
 Deep Learning Chroma Prediction 

  End to End Learning based compression
  Summary & Discussions
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The DLSR encoding framework

 The framework of the proposed scheme
 The CNN based Up-Sampling can provide a more accurate pixel or 

block prediction for pixels
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The DCITF Residual Learning SR network

We designed a five-layer CNN for the up-sampling of luma 
and chroma
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Experiments

 Performance of the proposed algorithm
 For UHD test images, we can save up to 9.0% bitrates in average under 

the same PSNR 
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Experiments

 Ratio of the DL methods activated in the operation
 Phitting: Ratio of DLSR in RDO modes
 Pluma, PCb , PCr: Ratio of CNN 
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HEVC in-loop filter

 The loop filters in HEVC
                     De-blocking filter                          Sample adaptive offset

 Advantages: low complexity
 Disadvantages: fixed, limited performance improvement
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Motivation - Guided Filtering

 The residual frame can be used as the guidance for the in-loop 
filter of the reconstructed frame
 Larger residuals indicate larger reconstruction errors
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Coding-prior-based in-loop filter

 The residual frame is used as the additional input
 Specific networks for reconstruction and residual

 Residual Network: residual blocks
 Reconstruction Network: down-sampling and up-sampling

p.25
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Experimental results

 Comparison with VRCNN
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Intra: 2.1% improvement Inter: 0.7% improvement
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HEVC interpolation filter

 DCTIF: fixed and simple interpolation filter
 Luma: 8/7 taps interpolation filter
 Chroma: 4 taps interpolation filter
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Deep-learning-based interpolation filter

 CNN-based fractional pixel motion compensation
 Input: reconstructed block
 Label: original block
 No coding-prior information during compression is used

p.28
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Rich Coding Prior Deep Learning Interpolation 

 The residual block and the co-located high quality blocks are 
used as the additional inputs of the CNN

We design specific network structures for the residual, 
reconstruction and collocated blocks

p.29
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Experimental results

 The coding prior can bring 5.3% improvement over HEVC
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Linear prediction from Luma to Chroma

 Linear relationship between Y, Cb, and Cr
 Luma down-sampling
 Linear relationship

p.31
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Chroma Prediction in Coding 

 The coding priors neighboring luma and chroma pixels are 
used as the additional input
 Neighboring pixels: full connected layers
 Current luma block: convolutional layers

p.32
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Experimental results

 0.2%, 3.1%, and 2.0% performance improvements on Y, U, 
and V components
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End-End Deep Learning Based
Motivation

- Deep learning for compression has achieved remarkable progress and 
attracted quite some attention.

- Google's Variational Autoencoder:
- differentiable quantization loss via AWGN type noise
- context model for the Arithmetic Coding 
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Current SOTA Models

 Learning-based Methods
- G. Toderici et al., 2017
- J. Balle, 2018
- J. Balle, et al., 2018
- D. Minnen et al., 2018
- F. Mentzer et al., 2018
- J. Lee et al., 2019

 Standards based Codecs
- HEVC
- VVC
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Datasets & Common Test Condition (CTC)
 Kodak[1]

 VVC CTC sequences
 For fair comparison, evaluate in the same color space

p.38

The PCS 2013
VP9 Scandal  !
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Model Configurations

 Learning-based methods
- Using Tensorflow repository from their papers

 HEVC and VVC
- HM 16.0

- VTM 5.0

- QP = [17, 42, 22, 27, 32, 37, 42]

- Bit depth = 8

p.39

Accessible at: http://www.cipr.rpi.edu/resource/stills/kodak.html
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PSNR Results
 On Kodak dataset, VTM performs best in <0.75 bpp area, while is 

surpassed by learning-based method when bpp is larger than 0.75.

 On CTC sequences, HM/VTM are significantly better.
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MS-SSIM Results

 On Kodak dataset, VTM and LBC are comparable.

 On CTC sequences, HM/VTM are significantly better.
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Time Complexity
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Observations & Discussions

  Learning Based Compression efficiency is still far lagging 
behind the standard based SOTA codec in image compression, 
2-3dB is like 10 years' technology gap

  Complexity of the CNN is prohibitive for current hardware 
technology for meaningful deployment

 Learning based solution is a good framework for reducing 
signal differential entropy, indeed standards based solution 
now involves many modes of opeartions that is equivalent to 
the many signal paths in the CNN 

 Should have a more rigorous grand challenge CTC scheme for 
learning based compression research. 
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