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Abstract—The state-of-the-art 2D-based point cloud compression algorithm is the video-based point cloud compression (V-PCC) developed by the Moving Pictures Experts Group (MPEG). It first projects the point cloud patch by patch from 3D to 2D and organizes the projected patches into a video. The video will then go through High Efficiency Video Coding (HEVC) in order to be efficiently compressed. However, there are many unoccupied pixels that may have significant influences on the coding efficiency. These unoccupied pixels are currently padded using either the average of 4-neighbors or the push-pull algorithm. While these algorithms are simple, the unoccupied pixels are not handled in the most efficient way. In this paper, we divide the unoccupied pixels into two groups: those that should be occupied and those that should not be occupied. We then design padding algorithms tailored to each group in order to improve the performance. The proposed algorithms can bring significant bitrate savings compared with the V-PCC. The second group is the unoccupied pixels that were correctly identified as unoccupied according to the block-based occupancy map. We try to pad those pixels using the real points in the original point cloud to improve the quality of the reconstructed point cloud. Additionally, we try to maintain the smoothness of each block so as not to influence the video compression efficiency. The second group is the unoccupied pixels that were correctly identified as unoccupied according to the block-based occupancy map. These pixels are useless for improving the reconstructed quality of the point cloud. Therefore, we propose padding the residue of these pixels using the average residue of the occupied pixels in order to reduce the residue bitrate as much as possible. The proposed algorithms are implemented in the V-PCC and the corresponding HEVC reference software. The experimental results show the proposed algorithms can bring significant bitrate savings compared with the V-PCC.

Index Terms—Frame padding, High Efficiency Video Coding, Occupancy map, Point cloud compression, Video-based point cloud compression

I. INTRODUCTION

The point cloud is a set of 3D points that can be used to represent a 3D surface. Each point contains some specific attributes, such as colors, material reflection, and so on. The point cloud can be used to accurately reconstruct 3D objects or scenes in virtual reality [1]. Because of this, the point cloud is the technique choice for scene reconstruction used by navigation systems [2]. The combination of high resolution 2D images and 3D point clouds is promising for the auto-driving applications. The point cloud is superior than the 360-degree video reconstruction because it can support 6 degrees of freedom (DoF) rather than 3 DoF, which results in an enhanced user experience [3]. For a more thorough review of point cloud applications, refer to [4].

A typical point cloud captured by 8i using the camera plus depth sensors has around one million points per frame [5]. Larger numbers of points generally support higher resolution 3D object for reconstruction, however, this also leads to serious transmission and storage constraints. With each point represented by 30 and 24 bits for geometry and attribute information, respectively, a single frame with 1 million points can be as large as 6M bytes without compression. For a dynamic point cloud with 30 frames per second, the bitstream size without compression can be as high as 180M bytes per second. Therefore, there is an urgent need to compress dynamic point cloud data more efficiently.

Dynamic point clouds are compressed using one of two main methods: the 3D-based method and the 2D-based method. As its name implies, the 3D-based point cloud compression (PCC) compresses the point cloud directly in the 3D domain. Under this method, the geometry of the first frame is compressed using either the octree [6] or plane [7][8] techniques when some local planes are present. The attribute is then compressed using a transform such as Graph Fourier Transform (GFT) [9], Region-based Adaptive Hierarchical Transform (RAHT) [10] or layered-based prediction [11]. After the first frame is encoded, subsequent frames are compressed using 3D motion estimation (ME) and motion compensation (MC) with the previously coded frames as reference [12][13]. However, neighboring frames may have a different number of points without a one-to-one correspondence for ME and MC. Therefore, the 3D ME and MC will not be able to characterize the inter correlations efficiently thus the compression performance is unsatisfactory.

The 2D-based PCC method attempts to utilize the more mature video compression standard for 2D video by projecting the point cloud onto a 2D video. [14] and [15] did this successfully by projecting the point cloud onto a cube and a cylinder, respectively. The cube and cylinder were then unfolded to generate the 2D video. Once the 2D video is generated, it can be compressed using highly efficient methods, such as High Efficiency Video Coding (HEVC) [16] since it is continuous in both spatial and temporal domains. However, these projections may lead to a number of missing points that may degrade the reconstructed quality of the point cloud significantly. To address this, a patch-based projection [11]
that divides the point cloud into multiple patches according to the normals of points is proposed. This method is very successful and has won the Moving Pictures Experts Group (MPEG) call for proposals for dynamic PCC [17] in 2017. Consequently, it has been named video-based PCC (V-PCC) by the MPEG group. While this V-PCC method was being standardized, many works focused on improving the initial version were released [18]. However, the unoccupied pixels are still appear to be an issue. The reconstructed point cloud quality and the video compression bitrate need to be considered simultaneously to solve this.

Fig. 1 shows a typical example of the projected attribute frame from the point cloud. We can clearly see that black represents one type of unoccupied pixel. These unoccupied pixels will be signaled as such in the occupancy map and therefore will have no influence on the quality of the reconstructed point cloud at all. However, they may still cost a number of bits if not properly padded. These pixels will be called unoccupied-unoccupied pixels in the following sections.

The other type of unoccupied pixels, shown in the magnified area of Fig. 1, will be signaled as occupied. The occupancy map is currently signaled as 4 × 4 block. However, we cannot always guarantee the projected points will form an exact 4 × 4 block, and therefore, the unoccupied pixels typically appear in the patch boundary. If not properly padded, these unoccupied pixels will generate noisy points on the decoder side. They are called unoccupied-occupied pixels in the following sections.

The current methods in V-PCC handle these two cases using average of the 4-neighbor occupied pixels or the push-pull padding algorithm [19]. These methods are simple yet ineffective. For the unoccupied-unoccupied pixels, these methods will spend many bits on the residue, yet they are useless for reconstruction of the point cloud. For the unoccupied-occupied pixels, these methods will lead to noisy points on the decoder side, which will significantly reduce the quality of the reconstructed point cloud.

There are some works focusing on the padding for the general video [20] or the 360-degree video [21]. Li et al. [20] proposed a padding method for the frame boundary for arbitrary resolution video coding. When the picture does not contain an integer number of macroblocks, some pixels are padded in a manner that minimizes the bitrate. The pixels are padded to force the residue of unoccupied pixels to 0. However, this method only deals with padding regular structures near the picture boundary. Under the V-PCC framework, irregular structures within the picture need to be padded. Li et al. [21] proposed a padding method to maintain a continuous reference frame for the projected 360-degree video. This method is unsuitable for the V-PCC framework since it is designed for reference frame without considering the bitrate of the padded pixels.

In this paper, we propose a modified V-PCC framework with two advanced padding methods to deal with the unoccupied-occupied pixels and unoccupied-unoccupied pixels, respectively. The proposed algorithms mainly have the following key contributions.

- To deal with the unoccupied-occupied pixels, we propose padding them with the real points from the original point cloud as much as possible to avoid the noisy points. However, those points must be similar enough to the occupied pixels to avoid a bitrate significant increase. This scheme can reduce the noisy points while increasing some new points. This leads to improved performance.
- To deal with the unoccupied-unoccupied pixels, we propose a content-adaptive method to adaptively pad them according to the residue of the occupied pixels in order to reduce the bits spent as much as possible. To be more specific, we pad the residues of unoccupied-unoccupied pixels using the average value of the residues of the occupied pixels in the block. This residue block with less variation can be coded with a small number of bits without diminishing the reconstructed quality of the occupied pixels.
- We implement the proposed algorithms in the V-PCC and the corresponding HEVC reference software. The proposed two algorithms can individually lead to significant coding gains. They can also be combined into a unified padding framework to achieve an even better coding performance.

The rest of this paper is organized as follows. We will review the related works on the PCC in Section II. The proposed algorithms including the unoccupied-occupied padding and unoccupied-unoccupied padding will be described in Section III. In Section IV, the detailed experimental results will be shown. Section V will conclude the paper.

II. RELATED WORK

The current works on PCC can be organized into two groups according to different types of point cloud: static PCC and dynamic PCC. Currently, it appears there is more focus on static PCC rather than dynamic PCC. In this paper, we will focus more on the dynamic PCC. We introduce dynamic PCC methods in more detail compared with static PCC.

A. Static point cloud compression

Botsch et al. [22] first proposed compressing the geometry using octree. The point cloud is first bounded by a cube and then the cube is iteratively divided into 8 sub-cells. The occupancy of the sub-cells is signaled using 1 byte to indicate...
whether the sub-cells have points or not. All the bytes are then compressed using arithmetic coding. This method is simple yet effective and is adopted as the base for the MPEG sparse point cloud compression framework [11]. In addition, Peng and Kuo [23] proposed encoding the octree using the number of nonempty cells and the nonempty-child-cell tuples. Schnabel and Klein [6] further proposed using an approximated plane to predict these two values. Huang et al. [24] introduced an occupancy code reordering method to increase the occupancy compression efficiency. Instead of encoding the occupancy directly, Kämpe et al. [25] proposed using the directed acyclic graph (DAG) to reduce the bitrate. Most recently, Rente et al. [26] proposed a scalable compression scheme with the octree as the base layer and the graph-based transform approach as the enhancement layer.

In addition to the octree-based method, Park and Lee [7] introduced multi-scale planes to approximate the sub-cells. Smith et al. [27] proposed plane pruning and merging methods to achieve satisfactory performance under different target bitrates. Fan et al. [28] introduced Generalized Lloyd Algorithm (GLA) to generate the level of details to encode the geometry. Schnabel et al. [29] proposed using plane and height-maps to compress the point cloud. Golla and Klein et al. [30] further introduced an occupancy map to enhance the compression of plane and height-maps. Ahn et al. [31] proposed using the range image to compress the large-scale 3D point cloud. During the PCC standardization process, Chou et al. [32] proposed using the plane to approximate the octree to encode the dense point cloud. Kathariya et al. [8] introduced quadtree combined with kd-tree to divide the space. In addition to lossy compression, Zhu et al. [33] introduced Traveling Salesmen Problem (TSP) to scan the points and compress the geometry losslessly.

The first group of works focusing on attribute compression is the transform-based method. Zhang et al. [9] proposed using GFT to exploit the correlations in the geometry to compress the attribute. However, deriving the transform kernel requires solving a very complex eigen problem. Therefore, Queiroz and Chou [10] introduced RAHT to compress the attribute to get a better balance between the performance and the complexity. In essence, RAHT is a weighted wavelet transform related to cell occupancy. They [34] further provided a Gaussian-Process-Model-based transform to encode the attribute more efficiently.

The second group of works on attribute compression is the geometry-structure-based method. In [24], the attribute of the parent node is used to predict that of the child node and the residue is encoded using an adaptive quantization scheme. Dado et al. [35] proposed using palette coding to compress the attribute derived from the DAG. Morell et al. [36] introduced k-means to perform color segmentation for each plane generated from geometry and then the centroid entropy encoded for compression. During the PCC standardization process, Mammou et al. [11] introduced a layer-based prediction scheme to encode the attribute from coarse to fine granularities. A lifting scheme is further provided in [37] to improve the performance. There are also some works focusing on deriving a layer-based structure using the kd-tree [38] or the neighboring information [39].

B. Dynamic point cloud compression

Efficiently performing ME and MC is key to exploiting the correlations between neighboring frames in a dynamic point cloud. The dynamic PCC methods can be divided into two groups: 3D-based method and 2D-based method. As its name implies, the 3D-based method tries to perform the ME and MC in the 3D domain. Kammerl et al. [40] proposed encoding the differences in geometry for exploiting the inter correlations from frame to frame. However, this method is limited since there is not always a one-to-one point correspondence between the neighboring frames. Thanou et al. [12] proposed that the correlations between neighboring frames can be better characterized in the spectral domain rather than in the pixel domain and performed 3D ME by feature matching. However, some points may be unable to find the corresponding points using this global method. To solve this problem, Queiroz and Chou [41] proposed dividing the point cloud into multiple cubes and performed ME and MC cube by cube. However, this 3D translation motion model cannot characterize motion efficiently. Mekuria et al. [13] proposed using an iterative closest point (ICP) method to better characterize the motions. However, this method is also insufficient at characterizing motion. While a number of methods have been proposed to improve the compression efficiency of dynamic PCC, they can only partially alleviate the problems of 3D ME and MC. Due to inflexible partitions and inaccurate motion vector predictors, efficiently performing ME and MC is still an issue with dynamic 3D point clouds.

2D video compression efficiency is known to be very high. It effectively makes full use of the inter correlations using the flexible partitions and accurate motion vector prediction. Therefore, there are some works trying to project the point cloud to the 2D domain to utilize the video compression standard. Lasserre et al. [42] and Budagavi et al. [43] proposed sorting the points directly into a video using an octree or point position in a lossless manner. However, the videos generated are unsuitable for the current video compression framework since the spatial and temporal correlations are limited. To solve this problem, Schwarz et al. [14] and He et al. [15] proposed projecting the point cloud to video using cubes or cylinders and unfolding it into a 2D video. The generated videos are easy to encode, however, many points are lost due to occlusion. Mammou et al. [11] proposed a patch-based method to project the point cloud to the cube patch by patch and organized all the patches into a video. As we have mentioned in Section I, this is a successful method and won the MPEG call for proposals for the dynamic PCC. Nonetheless, the projected video introduces many unoccupied pixels among the patches and therefore, is still unsuitable for current video compression standards. In this paper, we propose padding the unoccupied pixels using methods that result in a significant performance improvement.

III. PROPOSED ALGORITHMS

In this section, we will introduce the proposed padding methods. The padding of unoccupied-occupied pixels will be introduced in subsection III-A. The padding of the unoccupied-unoccupied pixels will be introduced in subsection III-B.
TABLE I
PERFORMANCE OF THE PIXEL-BASED OCCUPANCY COMPARED WITH THE 4 × 4-BLOCK-BASED OCCUPANCY.

<table>
<thead>
<tr>
<th>Test point cloud</th>
<th>Geom.BD-GeomRate</th>
<th>Attr.BD-AttrRate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D1</td>
<td>D2</td>
</tr>
<tr>
<td>Lost</td>
<td>95.1%</td>
<td>78.9%</td>
</tr>
<tr>
<td>RedAndBlack</td>
<td>98.5%</td>
<td>74.0%</td>
</tr>
<tr>
<td>Soldier</td>
<td>115.0%</td>
<td>97.7%</td>
</tr>
<tr>
<td>Queen</td>
<td>129.6%</td>
<td>103.7%</td>
</tr>
<tr>
<td>LongDress</td>
<td>90.0%</td>
<td>72.1%</td>
</tr>
<tr>
<td>Avg.</td>
<td>105.6%</td>
<td>85.3%</td>
</tr>
</tbody>
</table>

Fig. 2. Original padding process. The colored three 4 × 4 blocks are signaled as occupied. The orange small squares represent the occupied pixels.

A. Padding of unoccupied-occupied pixels

As mentioned in Section I, the block-based occupancy map is the reason why the unoccupied-occupied pixels exist. Therefore, before introducing the proposed padding of unoccupied-occupied pixels, we first compare the performance of the pixel-based occupancy with the 4 × 4-block-based occupancy as shown in Table I. From Table I, we can see that the pixel-based occupancy can bring an average of 3.9%, 6.7%, and 5.4% performance improvements compared with the 4 × 4-block-based occupancy for the Luma, Cb, and Cr components. However, for geometry, it leads to 105.6% and 85.3% bitrate increase for D1 and D2, respectively, due to the increase in size of the occupancy. According to our observation, the bits of the pixel-level occupancy show a 4 times increase above the 4 × 4-block-level occupancy. For this reason, unoccupied-occupied pixels exist under the V-PCC framework.

Fig. 3. Search range illustration of the proposed unoccupied-occupied padding.

Before padding of the unoccupied-occupied pixels, we should first locate the to-be-padded 4 × 4 blocks. These 4 × 4 blocks should include both occupied and unoccupied pixels. While locating those 4 × 4 blocks, we simultaneously record the 3D coordinate of the first occupied pixel \((x_3 q, y_3 q, z_3 q)\) in the block. This pixel will be used as the center point when searching for padding candidates in 3D space. It can also be used to anchor the smoothness of the current block, and to prevent the encoder from spending extra bits on the current 4 × 4 block.

After the to-be-padded 4 × 4 block is located, we then try to find the candidate pixels to be padded. We use the first occupied pixel with coordinate \((x_3 q, y_3 q, z_3 q)\) as the starting point. We then find the nearest candidate points using kd-tree [46]. In the kd-tree, every leaf is a k-dimensional point. Every non-leaf node can be thought as a hyperplane that splits the space into two parts.

Consider the extreme case where the number of nearest points \(K\) to be searched as shown in Fig. 3. Each small square represents a pixel. The large blue outline square represents the 4 × 4 block to be padded. The red square is the template point. The green square is the farthest to-be-padded point compared with the template point. According to the circle in Fig. 3, we need to search 61 points in 2D space. Since a point cloud is essentially surface of an object, each 2D point will not correspond to more than 2 points in 3D space in most cases.
So, we need to search 122 points in 3D space. To avoid some extreme cases that each 2D point may correspond to more than 2 points, we choose to search the nearest 128 points to maximize the performance. To better illustrate the reason of choosing the nearest 128 points, we show the histogram of the index of the various nearest points selected of the point cloud “Loot” as shown in Fig. 4. We can see that indices larger than 80 will rarely be selected, thus making 128 as a good threshold.

We must satisfy two objectives. First, the padded points must be real points from the original point cloud. Second, the bitrate of the current block cannot significantly increase. To do this, we must satisfy the following two constraints. First, the tangential shift and the bi-tangential shift of the candidate points should be the same as the to-be-padded position \((y_3, z_3)\). This guarantees that the padded points are real points as shown in Fig. 5. We assume that the current patch is projected to the \(yoz\) plane. Given a to-be-padded position with coordinate \((x, y)\), the start position of the current patch \((u_0, v_0)\), and the start tangential and bi-tangential shifts of the current patch \((s_0, r_0)\), the tangential and bi-tangential shifts of the candidate points \((y_3, z_3)\) can be calculated as

\[
\begin{align*}
y_3 &= s_0 + (x - u_0) \\
z_3 &= r_0 + (y - v_0)
\end{align*}
\]

After deriving the tangential shift and the bi-tangential shift of the to-be-padded position, we cycle through the 128 candidates to find those satisfying the constraint.

Second, in order to maintain the smoothness of the current block, the difference between the to-be-padded candidates and the occupied pixels should be small. Therefore, we only pad the candidate pixel if the absolute difference between the depth of the to-be-padded pixel \(x_3\) and the query point \(x_{3q}\) is smaller than a given threshold \(\theta\),

\[|x_3 - x_{3q}| < \theta.\] (2)

Larger \(\theta\) values will yield more points to be padded as unoccupied-occupied pixels. This leads to higher quality point cloud reconstruction. However, the smoothness of the current block will become less and the bitrate will increase. We set \(\theta\) to 2.0 as the baseline value, then analyze the performance of the proposed algorithm for different values of \(\theta\)s in the experimental results.

There may be multiple points satisfying the above two constraints. We choose one based on the projection mode of the current patch. In the current patch-based method, each point cloud will be projected to 2 frames, \(d_0\) and \(d_1\). The projection mode determines whether the current patch projects the minimum value or the maximum value to \(d_0\). If the minimum value is projected onto \(d_0\), we cycle through the candidate points to find which has the minimum \(x_3\). If the maximum value is projected onto \(d_0\), we first find an available candidate point satisfying the two constraints and then cycle through the candidates to find which has the maximum \(x_3\). After finding the most appropriate point \((x_3, y_3, z_3)\), we then project it onto \((x, y)\) using the following formula,

\[
\begin{align*}
x &= z_3 - s_0 + u_0 \\
y &= g_3 - r_0 + v_0 \\
h(x, y) &= x_3 - \delta_0
\end{align*}
\] (3)

where \(h(x, y)\) is the geometry value padded.

The above process pads part of the unoccupied-occupied pixels. However, some unpadded pixels still remain. We then pad those using the average value of the 4-neighbor pixels. Fig. 6 gives a comparison between the padded frame (left) and the to-be-padded frame (right). As can be seen from the figure, despite being padded with real points, the block is quite smooth. Furthermore, the padding may come from either missing points or padded points from other patches. This will be verified in the experimental results. Either way, the padded pixels improve the reconstructed quality of the point cloud. After using the above steps to generate a video from the original point cloud, the resulting video will be encoded to finish the compression process.

We have also attempted padding \(d_1\) with a different value from \(d_0\) using a similar process. However, due to the bitrate increase, the experimental results suggest a degradation in the overall PCC performance. Therefore, we pad \(d_1\) with the same value as \(d_0\) for the unoccupied-occupied pixels. To clearly
Algorithm 1 Unoccupied-occupied padding algorithm

1: Input: Center point \((x3_q, y3_q, z3_q)\), To-be-padded position \((x, y)\), Projection mode \(PM\)
2: Output: Padded value \(h(x, y)\)
3: Find the nearest \(K\) points of \((x3_q, y3_q, z3_q)\)
4: Calculate the tangential and bi-tangential shifts of the candidate points \((y3, z3)\) according to (1)
5: \[x3 = infinitDepth \times x3\] initialized as the infinite depth
6: for \(i = 1\) to \(K\) do
7: if \(PM = 0\) and \(|x3_i - x3_q| < \theta\) and \(x3_i < x3\) then
8: \(x3 = x3_i\)
9: else if \(PM = 1\) then
10: if \(x3 = infinitDepth\) and \(|x3_i - x3_q| < \theta\) then
11: \(x3 = x3_i\)
12: else if \(|x3_i - x3_q| < \theta\) and \(x3_i > x3\) then
13: \(x3 = x3_i\)
14: end if
15: end if
16: end for
17: Calculate \(h(x, y)\) according to (3)

Fig. 7. Original padding of the unoccupied-unoccupied pixels for the geometry.

delineate the proposed unoccupied-occupied algorithm above, we list the process steps in Algorithm 1.

B. Padding for unoccupied-unoccupied pixels

The padding for unoccupied-unoccupied pixels in the V-PCC framework can be divided into two groups: geometry padding and attribute padding. The geometry padding is based on \(16 \times 16\) block as shown in Fig. 7. If part of the \(16 \times 16\) block is occupied as shown in Fig. 7 (a), the \(16 \times 16\) block will be padded iteratively using the average of the 4-neighbor occupied pixels. If the whole \(16 \times 16\) block is unoccupied as shown in Fig. 7 (b), the \(16 \times 16\) block will be padded from the neighboring pixels using horizontal copy or vertical copy if the horizontal neighboring pixels are not available.

The attribute padding is based on the push-pull algorithm as shown in Fig. 8 [47]. The push-pull algorithm [19] is an efficient pyramid algorithm for the interpolation of scattered data. In addition, a sparse linear model based method [48], a harmonic background filling method [49], and a smoothed push-pull algorithm [50] are proposed to improve the padding of the attribute. However, all these methods can only improve the padding of the attribute by about 3% compared with the original push-pull algorithm. After the geometry and attribute padding, the unoccupied-unoccupied pixels of \(d0\) and \(d1\) are padded using the average [51] in order to code \(d1\) with fewer bits.

The original padding methods for geometry and attribute are quite simple and have guaranteed the smoothness of the block if it is independently used as a prediction unit (PU). However, if the unoccupied and occupied pixels are combined into one PU, the unoccupied pixels may prevent the occupied pixels from finding the corresponding block. Even if the occupied pixels can find the corresponding block, the unoccupied pixels may not be adequately predicted, leading to a significant bitrate increase. In this paper, we try to adaptively pad the unoccupied pixels resulting in the smallest bitrate.

Fig. 9 shows the basic process of the proposed adaptive padding method for the unoccupied-unoccupied pixels using \(16 \times 16\) block. Each small block represents a \(4 \times 4\) block. The small blocks with blue edges in the original PU represent the unoccupied \(4 \times 4\) blocks. First, we can obtain a prediction block from intra or inter prediction. In intra prediction, the prediction block is obtained based on the intra prediction direction. In inter prediction, the prediction block is obtained using motion compensation based on the motion information.
Then we can obtain the residue block through subtracting the prediction block from the original block. After that, the unoccupied pixels of the residue block are padded to minimize the bitrate of the current PU. Finally, the unoccupied pixels of the original PU are updated according to the prediction and the padded residue. Using this process, the padding result will vary as the prediction varies. Therefore, the proposed unoccupied-unoccupied padding method is considered a content-adaptive method.

The key step of the proposed unoccupied-unoccupied padding process is correctly padding the residue of the unoccupied pixels in order to minimize the bits cost of the current PU,

\[
\min_{\text{Res}_{uo}} R(\text{Res}_o, \text{Res}_{uo})
\]

(4)

where \( \text{Res}_o \) and \( \text{Res}_{uo} \) are the sets of the occupied and unoccupied pixels of the residue block, respectively. \( R(\text{Res}_o, \text{Res}_{uo}) \) is the bitrate of the residue block related to both the occupied and unoccupied pixels. Since multiple pixels in the current block need to be padded, iterating through all possible combination of padding pixels to find the optimized solution may increase the encoder complexity significantly. In this work, we propose intuitive methods to reduce the bitrate.

The first method is to pad the residues of unoccupied pixels with zeros. This method is similar to the picture boundary padding in [20]. However, the zeros padding combined with the residue of the occupied pixels may increase the variance of the transformed residue block. This makes the transformed residue block difficult to compress. Additionally, the experiments show this method leads to significant performance losses for the Chroma components.

The second method we propose is to pad the residues of the unoccupied pixels with the average residue of the occupied pixels. This method has shown to maintain or increase the smoothness of all of the residue blocks, and is therefore more suitable for transform. Furthermore, this method can improve the performance significantly for both the Luma and Chroma components. In the special case where all the pixels of the current PU are unoccupied, the residues of all the pixels will be padded as 0.

The proposed method is implemented in the mode decision processes of the HEVC reference software for both the intra and inter predictions. The proposed method is implemented in a different way to deal with various kinds of distortions. When the distortion is measured by the sum of the absolute difference (SAD) between the original block and the prediction block, it is determined by the distortion of the occupied pixels, and the padding method becomes irrelevant. If we pad the unoccupied pixels of the residue block with 0, the SAD will only be determined by the occupied pixels. If we pad the unoccupied pixels of the residue block with the average value of the occupied residues, the SAD of the whole block is equal to the SAD of the occupied pixels divides the ratio of occupied pixels to total pixels. Since this ratio is a fixed value, the SAD of the block essentially is still determined by the occupied pixels. To prevent frequently changing the residue and original values of the current block, we add a mask to the current block to calculate the SAD of the occupied pixels only,

\[
\text{SAD} = \sum_{i=1}^{N} |\text{Org}_i - \text{Pred}_i| \times M_i
\]

(5)

where \( N \) is the number of pixels in the current block. \( \text{Org}_i \) and \( \text{Pred}_i \) are the original and prediction values of the pixel \( i \) in the current block. \( M_i \) is the mask determined by the occupancy map. \( M_i = 1 \) when pixel \( i \) is occupied and is 0 when pixel \( i \) is unoccupied.

When the distortion of the current block is measured using either the sum of the absolute transformed difference (SATD) between the original block and the prediction block or the sum of the squared difference (SSD) between the original block and the reconstruction block, we follow the residue and original padding processes as shown in Fig. 9. Since these methods rely on either a Hadamard transform or discrete cosine transform (DCT), estimating the impact padding has on the distortion after transform becomes difficult. However, since we only have limited search points for calculating the SATD or SSD, the frequently changing of the residue and original values of the current block does not increase the complexity obviously.

In our previous work [52], we proposed an occupancy-map-based rate distortion optimization (RDO) to ignore the distortion of unoccupied pixels. In this work, we propose an adaptive padding scheme to reduce the bitrate of blocks containing the unoccupied pixels. Both schemes provide significant bitrate savings from the V-PCC anchor. Additionally, the unoccupied-unoccupied padding algorithm can have similar effects on the distortions of the unoccupied-unoccupied pixels as the occupancy-map-based RDO. However, combining these two algorithms together leads to further improvement of the rate distortion (RD) performance.

IV. EXPERIMENTAL RESULTS

A. Simulation setup

The proposed algorithms are implemented in the state-of-the-art video-based point cloud compression (V-PCC) reference software TMC2-4.0 [53] and the corresponding HEVC reference software HM16.18-SCM8.7 [54] to compare with the V-PCC anchor to demonstrate its effectiveness. We test both the lossy geometry, lossy attributes, random access (RA) and all intra (AI) cases to demonstrate the effectiveness of the proposed algorithms. We perform the experiments on the five dynamic point clouds defined in the V-PCC common test condition (CTC) [55]. We test all frames of the dynamic point clouds for the combination of the proposed padding algorithms. When measuring the performance of each algorithm

<table>
<thead>
<tr>
<th>Test point cloud</th>
<th>Frame rate</th>
<th>Number of points</th>
<th>Geometry precision</th>
<th>Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loot</td>
<td>30</td>
<td>~780000</td>
<td>10 bit</td>
<td>RGB</td>
</tr>
<tr>
<td>RedAndBlack</td>
<td>30</td>
<td>~700000</td>
<td>10 bit</td>
<td>RGB</td>
</tr>
<tr>
<td>Soldier</td>
<td>30</td>
<td>~1500000</td>
<td>10 bit</td>
<td>RGB</td>
</tr>
<tr>
<td>Queen</td>
<td>50</td>
<td>~1000000</td>
<td>10 bit</td>
<td>RGB</td>
</tr>
<tr>
<td>LongDress</td>
<td>30</td>
<td>~800000</td>
<td>10 bit</td>
<td>RGB</td>
</tr>
</tbody>
</table>

TABLE II

CHARACTERISTICS OF THE TEST DYNAMIC POINT CLOUD
The proposed algorithms can bring performance improvements of 12.7%, 12.2%, and 11.5% for Luma, Cb, and Cr components, respectively. From Table IV, we can see that the combination of the proposed algorithms can lead to an average of 7.8% and 7.2% bitrate savings compared with the V-PCC anchor for the D1 and D2 in AI case, respectively. The attributes are improved on average by 6.2%, 2.8%, and 3.4% for Luma, Cb, and Cr components. We also show some examples of the RD curves as in Fig. 10 to better illustrate the performance in both RA and AI cases. Obvious performance improvements are also observed in the RD curves for both the geometry and attribute. From these experimental results, the proposed algorithms bring a clear performance improvement. We also show that performance improvements when testing 32 frames in Table V and Table VI are consistent with the performance of the whole point cloud.

The encoding and decoding complexity of the proposed algorithms are shown in Table III and Table IV. From these two tables, we can see that the proposed algorithms lead to a few complexity increases for the V-PCC encoder. This is because of the nearest points search in the unoccupied-occupied padding algorithm in both the RA and AI cases. For the V-PCC decoder, the decoder is unchanged and therefore no obvious complexity change is observed. For the HEVC decoder, the proposed algorithm will decrease in complexity because it chooses larger blocks for MC. For the AI case, no obvious complexity change is observed. For the HEVC decoder, the complexity is decreased since the unoccupied-unoccupied padding algorithm use fewer RD operations, especially for the unoccupied blocks in RA case. For the HEVC decoder, the complexity is decreased because it chooses larger blocks for MC. For the AI case, no obvious complexity change is observed. For the HEVC decoder, the complexity is decreased since the unoccupied-unoccupied padding algorithm use fewer RD operations, especially for the unoccupied blocks in RA case. For the HEVC decoder, the complexity is decreased because it chooses larger blocks for MC. For the AI case,
the proposed algorithm does not lead to obvious complexity changes for either the HEVC encoder or decoder.

### C. Performance of the unoccupied-occupied padding

The performances of the occupied-unoccupied padding method with $\theta$ equal to 2.0 in RA and AI cases are shown in Table VII and Table VIII, respectively. We can see that the padding of the unoccupied-occupied pixels can lead to an average of 2.2% and 4.3% performance improvements for D1 and D2 in RA case, respectively. The proposed algorithm achieves similar bitrate savings for the geometry in AI case. However, the proposed algorithm leads to a few performance losses especially for the Chroma components since the attribute video becomes less smooth after padding. For HEVC, the proposed algorithm will not lead to an observable complexity increase for both the encoder and decoder. For the V-PCC reference software, the proposed algorithm may lead to a slight encoder complexity increase caused by finding of the nearest neighbors of the current point. We also show one typical example of the subjective quality comparison as shown in Fig. 11. Here, we can obviously see that the proposed unoccupied-occupied padding can partially reduce the noisy points and lead to better subjective quality for the point cloud.

The reason behind the improvements of the proposed unoccupied-occupied padding can be seen by comparing the number of missed points after projection and the number of duplicate points after reconstruction between the anchor and the proposed unoccupied-occupied padding as shown in IX. Note that the number of duplicate points after reconstruction is the average of all the rate points from r1 to r5. From Table IX, we can see that the number of missed points changes for either the HEVC encoder or decoder.

<table>
<thead>
<tr>
<th>Test point cloud</th>
<th>Geom.BD-GeomRate</th>
<th>Attr.BD-AttrRate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D1</td>
<td>D2</td>
</tr>
<tr>
<td>Loot</td>
<td>-1.4%</td>
<td>-3.9%</td>
</tr>
<tr>
<td>RedAndBlack</td>
<td>-1.5%</td>
<td>-4.7%</td>
</tr>
<tr>
<td>Soldier</td>
<td>-1.3%</td>
<td>-3.6%</td>
</tr>
<tr>
<td>Queen</td>
<td>-4.5%</td>
<td>-4.7%</td>
</tr>
<tr>
<td>LongDress</td>
<td>-2.5%</td>
<td>-4.7%</td>
</tr>
<tr>
<td><strong>Avg.</strong></td>
<td><strong>-2.2%</strong></td>
<td><strong>-4.3%</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test point cloud</th>
<th>Geom.BD-GeomRate</th>
<th>Attr.BD-AttrRate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D1</td>
<td>D2</td>
</tr>
<tr>
<td>Loot</td>
<td>-1.3%</td>
<td>-3.9%</td>
</tr>
<tr>
<td>RedAndBlack</td>
<td>-1.7%</td>
<td>-4.7%</td>
</tr>
<tr>
<td>Soldier</td>
<td>-1.2%</td>
<td>-4.0%</td>
</tr>
<tr>
<td>Queen</td>
<td>-4.4%</td>
<td>-4.8%</td>
</tr>
<tr>
<td>LongDress</td>
<td>-1.2%</td>
<td>-3.5%</td>
</tr>
<tr>
<td><strong>Avg.</strong></td>
<td><strong>-2.0%</strong></td>
<td><strong>-4.2%</strong></td>
</tr>
</tbody>
</table>

---

**Fig. 10. Some examples of the RD curves.**

---

### Table VII

**Performance of the padding of the unoccupied-occupied pixels in RA case tested with 32 frames**

<table>
<thead>
<tr>
<th>Test point cloud</th>
<th>Geom.BD-GeomRate</th>
<th>Attr.BD-AttrRate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D1</td>
<td>D2</td>
</tr>
<tr>
<td>Loot</td>
<td>-1.4%</td>
<td>-3.9%</td>
</tr>
<tr>
<td>RedAndBlack</td>
<td>-1.5%</td>
<td>-4.7%</td>
</tr>
<tr>
<td>Soldier</td>
<td>-1.3%</td>
<td>-3.6%</td>
</tr>
<tr>
<td>Queen</td>
<td>-4.5%</td>
<td>-4.7%</td>
</tr>
<tr>
<td>LongDress</td>
<td>-2.5%</td>
<td>-4.7%</td>
</tr>
<tr>
<td><strong>Avg.</strong></td>
<td><strong>-2.2%</strong></td>
<td><strong>-4.3%</strong></td>
</tr>
</tbody>
</table>

**Table VIII**

**Performance of the padding of the unoccupied-occupied pixels in AI case tested with 32 frames**

<table>
<thead>
<tr>
<th>Test point cloud</th>
<th>Geom.BD-GeomRate</th>
<th>Attr.BD-AttrRate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D1</td>
<td>D2</td>
</tr>
<tr>
<td>Loot</td>
<td>-1.3%</td>
<td>-3.9%</td>
</tr>
<tr>
<td>RedAndBlack</td>
<td>-1.7%</td>
<td>-4.7%</td>
</tr>
<tr>
<td>Soldier</td>
<td>-1.2%</td>
<td>-4.0%</td>
</tr>
<tr>
<td>Queen</td>
<td>-4.4%</td>
<td>-4.8%</td>
</tr>
<tr>
<td>LongDress</td>
<td>-1.2%</td>
<td>-3.5%</td>
</tr>
<tr>
<td><strong>Avg.</strong></td>
<td><strong>-2.0%</strong></td>
<td><strong>-4.2%</strong></td>
</tr>
</tbody>
</table>
decreasing. Therefore, we choose $K$ as 2.0 in order to achieve a better balance between the compression performances of the geometry and attribute.

We also compare the performance of changing the number of nearest points $K$ as shown in Table XI. As we can see, the RD performance keeps improving as the value of $K$ increases. Simultaneously, the improvement speed keeps decreasing. Therefore, 128 is a suitable threshold for the proposed padding algorithm.

We also compare the proposed unoccupied-unoccupied padding with average padding to the proposed algorithm with the V-PCC anchor. Additionally, we can see that the proposed unoccupied-unoccupied padding algorithm brings significant bitrate savings compared to the V-PCC anchor. For the attribute, the proposed algorithm can bring an average of 15.7%, 13.6% and 13.2% performance improvements for the Luma, Cb, and Cr components, respectively. In AI case, the proposed algorithm can bring an average of 4.1% and 2.8% RD performance improvements for the D1 and D2 compared to the V-PCC anchor. For the attribute, the proposed algorithm can bring an average of 2% and 0.8% bitrate savings for the D1 and D2 compared to the V-PCC anchor. For the attribute, average performance improvements of 6.4%, 2.5% and 3.2% are observed for the Luma, Cb, and Cr components. The experimental results obviously demonstrate that the proposed unoccupied-unoccupied padding algorithm brings significant bitrate savings compared with the V-PCC anchor. Additionally, we can see that the proposed unoccupied-unoccupied padding brings much better performance improvement in RA case compared with that in AI case. In essence, the unoccupied pixels are a result of the extrapolation of the occupied pixels. Therefore, the influences of the unoccupied-unoccupied pixels on the inter prediction are larger than that of the intra prediction.

To better explain the performance of the proposed unoccupied-unoccupied padding, we compare the reconstructed attribute of the proposed unoccupied-unoccupied padding with the V-PCC anchor as shown in Fig. 12. We can see from the red squares that the unoccupied-unoccupied pixels are padded to match the MV of the occupied pixels. Consequently, the bits of the current PU can be significantly reduced without influencing the quality of the occupied pixels. Also, when all the pixels of the current PU are unoccupied, the unoccupied pixels will pad with zero residues to minimize the bitrate. This figure obviously demonstrates that the proposed unoccupied-unoccupied padding can minimize the bitrate of the unoccupied pixels, and thus can improve the performance significantly.

We also compare the proposed unoccupied-unoccupied padding with average padding to the proposed algorithm with

D. Performance of the unoccupied-unoccupied padding

Table XII and Table XIII show the performance of the proposed unoccupied-unoccupied padding in RA and AI cases, respectively. In RA case, we can see that the proposed algorithm is able to achieve an average of 13.0% and 12.1% bitrate savings for the D1 and D2 compared to the V-PCC anchor. For the attribute, the proposed algorithm can bring an average of 15.7%, 13.6% and 13.2% performance improvements for the Luma, Cb, and Cr components. The experimental results obviously demonstrate that the proposed unoccupied-unoccupied padding algorithm brings significant bitrate savings compared with the V-PCC anchor. Additionally, we can see that the proposed unoccupied-unoccupied padding brings much better performance improvement in RA case compared with that in AI case. In essence, the unoccupied pixels are a result of the extrapolation of the occupied pixels. Therefore, the influences of the unoccupied-unoccupied pixels on the inter prediction are larger than that of the intra prediction.
TABLE XII
PERFORMANCE OF THE AVERAGE PADDING OF THE UNOCCUPIED-UNOCCUPIED PIXELS IN RA CASE TESTED WITH 32 FRAMES

<table>
<thead>
<tr>
<th>Test point cloud</th>
<th>Geom.BD-GeomRate D1</th>
<th>Attr.BD-AttrRate D1</th>
<th>Geom.BD-GeomRate D2</th>
<th>Attr.BD-AttrRate D2</th>
<th>Luma Cb Cr</th>
<th>Luma Cb Cr</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loot</td>
<td>−20.1% −19.4%</td>
<td>−26.4% −21.1% −25.7%</td>
<td>RedAndBlack</td>
<td>−6.3% −4.2%</td>
<td>−13.2% −16.4% −13.3%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>−16.0% −15.6%</td>
<td>−16.8% −9.1% −9.1%</td>
<td>Soldier</td>
<td>−14.9% −15.1%</td>
<td>−16.7% −15.4% −12.7%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>−7.2% −6.1%</td>
<td>−5.2% −5.9% −5.4%</td>
<td>Queen</td>
<td>−16.0% −15.6%</td>
<td>−16.8% −9.1% −9.1%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>−7.2% −6.1%</td>
<td>−5.2% −5.9% −5.4%</td>
<td>LongDress</td>
<td>−7.2% −6.1%</td>
<td>−5.2% −5.9% −5.4%</td>
<td></td>
</tr>
<tr>
<td>Avg.</td>
<td>−13.0% −12.1%</td>
<td>−15.7% −13.6% −13.2%</td>
<td>Enc. self</td>
<td>101%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dec. self</td>
<td>99%</td>
<td></td>
<td>Enc. child</td>
<td>95%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dec. child</td>
<td>95%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE XIII
PERFORMANCE OF THE AVERAGE PADDING OF THE UNOCCUPIED-UNOCCUPIED PIXELS IN AI CASE TESTED WITH 32 FRAMES

<table>
<thead>
<tr>
<th>Test point cloud</th>
<th>Geom.BD-GeomRate D1</th>
<th>Attr.BD-AttrRate D1</th>
<th>Geom.BD-GeomRate D2</th>
<th>Attr.BD-AttrRate D2</th>
<th>Luma Cb Cr</th>
<th>Luma Cb Cr</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loot</td>
<td>−6.4% −4.1%</td>
<td>−8.9% −0.8% −4.7%</td>
<td>RedAndBlack</td>
<td>−4.0% −2.0%</td>
<td>−7.7% −7.4% −7.2%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>−3.0% −3.3%</td>
<td>−9.2% −9.1% −7.9%</td>
<td>Soldier</td>
<td>−3.0% −3.3%</td>
<td>−9.2% −9.1% −7.9%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>−3.9% −3.0%</td>
<td>−3.1% −2.4% −2.1%</td>
<td>Queen</td>
<td>−3.9% −3.0%</td>
<td>−3.1% −2.4% −2.1%</td>
<td></td>
</tr>
<tr>
<td>Avg.</td>
<td>−4.1% −2.8%</td>
<td>−6.4% −2.5% −3.2%</td>
<td>Enc. self</td>
<td>101%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dec. self</td>
<td>101%</td>
<td></td>
<td>Enc. child</td>
<td>102%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dec. child</td>
<td>100%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

zero padding in RA case as shown in Table XIV. Here, we can see that the average padding can bring an average of over 4% bitrate improvements for the geometry. For the attribute, the average padding can bring an average of 1.3%, 17.4%, and 13.3% bitrate savings for the Luma, Cb, and Cr components. The experimental results clearly demonstrate the effectiveness of the average padding compared with the zero padding. In addition, we can see that the average padding can achieve the best performance for the chroma components, the second best for the geometry, and the worst for the Luma component. This is in essence determined by the smoothness of the content. For chroma, as the smoothest of the three components, the zero padding may lead to serious unsmoothness in the residue, leading to a significant increase in the bitrate.

In addition, we present the RD performance improvement when the proposed unoccupied-unoccupied padding is combined with the occupancy-map-based RDO [52] in RA case in Table XV. Comparing Table XII and Table XV, we can see that combining the proposed algorithm with the occupancy-map-based RDO brings extra 1.9% bitrate savings for the geometry under the quality measurements for both D1 and D2. For the attribute, RD performance improvements of an extra 1.7%, 0.9%, and 0.6% for Luma, Cb, and Cr components are achieved, respectively. These experimental results obviously demonstrate that through explicitly ignoring the distortions of the unoccupied pixels, we can obtain some extra performance improvements.

E. Comparisons of the individual algorithms with the combination of them

From the experimental results shown above, we can see that the combination of the proposed algorithms outperforms the two, individually. For geometry, the combination is better than the sum of the two algorithms, individually. When we pad the unoccupied-occupied pixels with the real points from the original point cloud, the currently occupied block has a higher probability of finding a corresponding block. The higher probability results in higher performance improvement for the
that the proposed algorithms can bring about High Efficiency Video Coding. The experimental results show V-PCC and the corresponding video compression framework implemented in the reference softwares of the state-of-the-art the bitrate as much as possible. The proposed algorithms are corresponding prediction block and residue block to reduce pixels, we propose padding them adaptively according to the number of duplicate points. For the unoccupied-unoccupied cloud to increase the number of projected points and reduce the propose padding them using the real points in the original point unoccupied pixels. For the unoccupied-occupied pixels, we propose padded: the unoccupied-occupied pixels and the unoccupied-based on whether they are signaled as occupied or unoccupied: the unoccupied-occupied pixels and the unoccupied-unoccupied pixels. We divide the unoccupied pixels into two groups (V-PCC) may lead to the inefficiency of the video compression. We further investigate more suitable video compression frameworks for the projected videos from the dynamic point cloud.

V. Conclusion

In this paper, we first point out that the unoccupied pixels in the state-of-the-art video-based point cloud compression (V-PCC) may lead to the inefficiency of the video compression. We divide the unoccupied pixels into two groups based on whether they are signaled as occupied or unoccupied: the unoccupied-occupied pixels and the unoccupied-unoccupied pixels. For the unoccupied-occupied pixels, we propose padding them using the real points in the original point cloud to increase the number of projected points and reduce the number of duplicate points. For the unoccupied-unoccupied pixels, we propose padding them adaptively according to the corresponding prediction block and residue block to reduce the bitrate as much as possible. The proposed algorithms are implemented in the reference softwares of the state-of-the-art V-PCC and the corresponding video compression framework High Efficiency Video Coding. The experimental results show that the proposed algorithms can bring about 16% bitrate savings for the geometry and attribute compared with the V-PCC anchor. The experimental results obviously demonstrate the effectiveness of the proposed algorithms. In the future, we will further investigate more suitable video compression frameworks for the projected videos from the dynamic point cloud.
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