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Rate Control for Video-based Point Cloud
Compression
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Abstract—Rate control is a necessary tool for the video-based
point cloud compression (V-PCC). However, there is no solution
specified on this topic yet. In this paper, we propose the first
rate control algorithm for the V-PCC. Generally, a rate control
algorithm is divided into two processes: bit allocation and bitrate
control. In the V-PCC, the total bits are composed of three
parts: the header information including auxiliary information
and occupancy map, the geometry video, and the attribute video.
The bit allocation aims to assign the total bits to these three
parts. Since the auxiliary information and occupancy map are
encoded losslessly, the bits cost of the header information is fixed.
Therefore, we only need to assign bits between the geometry and
attribute videos. Our first key contribution is the proposed bit
allocation algorithm between the geometry and attribute videos
in order to optimize the overall reconstructed point cloud quality.
Then we assign the bits of geometry and attribute videos to each
GOP, frame, and basic unit (BU) to finish the bit allocation
process. Our second key contribution is that we assign zero
bits to the BUs with only unoccupied pixels. The unoccupied
pixels are useless for the reconstructed quality of the point
cloud and therefore should be assigned zero bits. In the bitrate
control process, the encoding parameters are determined and
the model parameters are updated for each frame and BU to
achieve the target bits. Our third key contribution is that we
propose a basic unit level model updating scheme to handle the
case where various patches may be put in different positions
in neighboring frames. We use the auxiliary information to
find the corresponding BU in the previous frame and use its
model parameters for the current BU. The proposed algorithms
are implemented in the V-PCC reference software and the
corresponding High Efficiency Video Coding (HEVC) reference
software. The experimental results show that the proposed rate
control algorithm can achieve very small bits errors as well as
quite good reconstructed point cloud quality.

Index Terms—Bit allocation, High Efficiency Video Coding,
Point cloud compression, Rate control, Video-based point cloud
compression

I. INTRODUCTION

A point cloud is a set of points in 3D space that can be used
to represent a 3D surface. Not only the geometry information,
but also each point contains some specific attributes, such as
colors, material reflection, and so on. The capability of the
point cloud to recover 3D objects makes it very promising
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for extended virtual reality applications such as 3D immersive
telepresence [1] and virtual reality viewing with interactive
parallax [2]. However, the high data rate of the point cloud is
preventing the adoption of this media format. For example,
for a typical dynamic point cloud captured by 8i with 30
frames per second, each frame usually has about one million
points. If 30 and 24 bits are used to represent the geometry
and attribute of the point cloud, the bitrate of the DPC can
be as high as 180Mbytes per second without compression.
The Moving Pictures Experts Group Immersive media working
group (MPEG-I) is currently working on a video-based point
cloud compression (V-PCC) standard [3] utilizing the existing
video coding technologies to solve this problem.

Briefly speaking, the V-PCC projects the point cloud to the
geometry and attribute videos and encodes these videos using
video compression standard such as High Efficiency Video
Coding [4]. Some header information also needs to be signaled
in addition to the geometry and attribute videos. The V-PCC
is already in the committee draft stage [5]. However, there
is not any rate control scheme designed for the V-PCC yet.
Rate control is a necessary tool for V-PCC for the point cloud
transmission and storage. In this paper, we propose the first
rate control scheme for the V-PCC. Generally, a rate control
scheme can be divided into two processes: bit allocation and
bitrate control. The bit allocation is responsible for assigning
the total bits to each sub-unit such as video, frame, and basic
unit (BU). The bitrate control aims to achieve the assigned
bits for each sub-unit.

In the V-PCC, the total bits are composed of three parts: the
header information including the auxiliary information and the
occupancy map, the geometry video, and the attribute video.
The auxiliary information that indicates the patch information
is encoded losslessly. The occupancy map indicates whether
the current pixel is occupied or not. It is first down-sampled
and then encoded losslessly. Because of this, the bits of the
header information is fixed. Therefore, the first step of the bit
allocation focuses on the bit allocation among the geometry
video and attribute video. This bit allocation step will be
called as video level bit allocation in the following sections.
The traditional bit allocation algorithms on video compression
mainly focus on the picture level and BU level bit allocation
[6] [7]. The picture level and BU level bit allocation algorithms
take the inter-frame or inter-BU dependency into consideration
to optimize the overall video or frame quality under the target
bitrate. They have not considered the influence of the geometry
and attribute videos on the reconstructed point cloud quality,
which is the key of the video level bit allocation.

After the video level bit allocation, the video rate control
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Fig. 1. Typical example of the projected neighboring attribute frames of the
point cloud “RedAndBlack”. The picture order counts of the top and bottom
frames are 1450 and 1451, respectively.

algorithms will be used to control the bitrate of the geometry
and attribute videos. The state-of-the-art video rate control
algorithm is the λ-domain rate control algorithm [8]. The
λ-domain rate control algorithm considers the Lagrangian
Multiplier λ as the key factor to determine the bitrate and
distortion. It has been adopted by both High Efficiency Video
Coding (HEVC) [9] and Versatile Video Coding (VVC) [10]
and integrated into the reference software. However, some new
characteristics of the projected geometry and attribute videos
make the current video rate control algorithms difficult to
apply.

One typical example of the projected neighboring attribute
frames of the point cloud “RedAndBlack” is shown in Fig. 1.
We can see that some BUs indicated by the blue squares are
unoccupied. These unoccupied BUs are useless for the recon-
structed quality and should be assigned 0 bits. Therefore, the
current BU level bit allocation scheme that treats all the BUs
with equal importance becomes unsuitable. Additionally, we
can see from Fig. 1 that the corresponding BUs in neighboring
frames may be put in different positions as indicated by the
red squares. This will have significant influences on the rate
control model accuracy as we obtain the model parameters of
the current BU from the co-located BU in the previous frame at
the same hierarchical level. The inaccurate model parameters
will lead to large bits errors and serious rate distortion (RD)
performance losses.

In order to address the above problems, we propose the first
rate control framework designed specified for V-PCC in this
paper. The proposed framework mainly has the following key
contributions.

• We propose a video level bit allocation algorithm between

the geometry and attribute videos. To be more specific,
we set the λ ratio between the geometry video and the
attribute video inversely proportional to its influence on
the reconstructed quality of the point cloud. The target
bits of the geometry and attribute videos are closely
related to their RD model parameters. Therefore, the
proposed bit allocation algorithm is a content-related bit
allocation algorithm.

• We propose assigning no bits to the unoccupied BUs
that are useless for the reconstructed quality of the point
cloud. Those BUs will be encoded using very large λs
and QPs to minimize their bits costs. In addition, the RD
characteristics of those BUs will not be included in RD
characteristics of the picture level.

• We propose estimating the rate control model parameters
of the current BU from the corresponding BU in the
previous frame instead of the co-located BU. To be more
specific, we use the auxiliary information to find the pre-
vious BU and obtain the corresponding model parameters.
For the unoccupied BUs, we propose obtaining the model
parameters from the unoccupied BUs in the previous
frame.

The proposed algorithms are implemented in the V-PCC ref-
erence software [11] and the corresponding HEVC reference
software (HM) [12]. The experimental results show that the
proposed algorithm is able to achieve very small bits error as
well as satisfactory RD performance.

The rest of this paper is organized as follows. In Section II,
we will introduce the related works on rate control and
point cloud compression. We will introduce the proposed rate
control algorithm for V-PCC in Section III. In Section IV, the
experimental results will be presented in detail. Section V will
conclude the paper.

II. RELATED WORKS

In this section, we will introduce some related works on bit
allocation and rate control methods. We will also give a brief
introduction on the V-PCC framework.

A. Rate Control
The rate control algorithms can be roughly divided into

three groups: Q-domain rate control algorithm, ρ-domain
rate control algorithm, and λ-domain rate control algorithm.
The Q-domain rate control algorithm [13] [14] considers
the quantization step Q as the key factor to determine the
bitrate. The ρ-main rate control algorithm [15] [16] considers
the percentage of zeros among the quantized coefficients ρ
as the key factor to determine the bitrate. However, the Q
or ρ can only determine the residue bitrate. Li et al. [8]
pointed out that, along with the header bits increase in HEVC
and VVC, the Q or ρ can no longer determine the overall
bitrate. They also proposed that the Lagrange Multiplier λ
is essentially the key factor to determine the overall bitrate.
A corresponding hyperbolic R − λ model based rate control
algorithm is proposed and integrated into the HEVC and VVC
reference software. Therefore, in this paper, we use the λ-
domain rate control algorithm as the basis of the proposed
rate control algorithm for V-PCC.
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In addition to the rate control algorithms focusing on the
bitrate control, there are also many works on the bit allocation.
The bit allocation algorithms can be divided into two levels:
picture level and BU level. The picture level bit allocation is
closely related to the encoding structure. In the early stages
of bit allocation algorithms, they are dealing with the simple
IPPP structure. In the IPPP structure, each P frame will be
referenced by the immediate subsequent frame. Therefore,
all the P frames will be considered with equal importance.
Those bit allocation algorithms consider the frame complexity
to perform the picture level bit allocation. Jiang et al. [17]
first introduced the mean absolute difference (MAD) ratio
to characterize the frame complexity. They further proposed
using the weighted sum of the MAD ratio and Peak-Signal-
to-Noise-Ratio (PSNR) drop to enhance the frame complexity
[18]. To overcome the scene change case, Zhou et al. [19]
proposed using the histogram of difference frame (HOD) to
describe the frame complexity.

Along with the introduction of the hierarchical-B coding
structure to video coding framework [20], the reference re-
lationships of various frames become much more complex.
More and more works focus on characterizing the inter frame
dependency among various frames. Hu et al. [21] proposed
a linear model to characterize the quality dependency and
deduced a Q-domain bit allocation algorithm for H.264/AVC
[22]. Wang et al. [23] extended the linear model to GOP
level distortion and rate models and derived a ρ-domain bit
allocation algorithm for HEVC. Gao et al. [24] introduced a
synthesized Laplacian model to describe the Discrete Cosine
Transform (DCT) coefficient distribution and introduced a
picture level bit allocation algorithm for HEVC. Under the
λ-domain rate control algorithm, Li et al. [6] proved that the
λ ratios of various pictures should be inversely proportional
to their influences on the sequence to achieve the optimal
performance. Gao et al. [25] [26] further carefully analyzed
the distortion propagation in hierarchical-B coding structure
and provided a content-related bit allocation scheme. These
picture level bit allocation algorithms carefully investigated
the distortion propagation influences of various frames on the
sequence. However, the influences of the distortions of the
geometry and attribute videos on the reconstructed point cloud
have not been addressed until now.

In addition to the picture level bit allocation algorithms,
there are many works focusing on the BU level bit allocation.
Many works on the BU level bit allocation consider the
BUs as independent since most BUs in inter frames obtain
the prediction from the previously coded frames. The most
straightforward method is using the complexity of a BU as the
measure to determine its target bits. Seo et al. [27] introduced a
combination of the variance of difference (VOD) and MAD as
the complexity measure and performed BU level bit allocation
based on it. However, the BU level bit allocation should be
essentially determined by the RD characteristics instead of
only the distortion. Yuan et al. [28] proposed a linear model
between the distortion and Q, and derived the BU level bit
allocation based on the model. He and Mitra [29] introduced a
second order model between the distortion and ρ, and deducted
the BU level bit allocation algorithm. In addition, Li et al.

[7] proposed the λ-domain BU level bit allocation algorithm
under the constraint of the picture level target bits. Guo et al.
[30] provided a BU level rate control by considering the inter
dependency directly in the block level.

There are also many works focusing on the dependent BU
level bit allocation which considers the dependency among
various BUs within one frame. The dependent BU level bit
allocation is usually considered for the intra frame instead
of the inter frame. Ferguson and Allinson [31] introduced
the dependent quantization to video coding and proposed the
modified steepest-descent algorithm to solve the problem. This
algorithm showed significant gains on the I frames with strong
dependency while only very small gains on the P frames
with weak dependency. Lee and Song [32] proposed using the
gradient as the complexity measure and introduced intra BU
level bit allocation algorithm based on the complexity. Wang
et al. [33] extended this idea for the λ-domain rate control
algorithm and applied it to HEVC intra frame rate control.
In addition, Gao et al. [34] formulated the bit allocation as a
game theory problem and proposed optimizing the structure
similarity (SSIM) [35] instead of PSNR. However, all these
BU level bit allocation schemes are unable to solve the
problem of unoccupied BUs in the V-PCC framework.

Except for the bitrate control and bit allocation algorithms,
some other factors may have significant influences on the rate
control such as the initial encoding parameter determination
[36] [37] and the accuracy of the picture and BU level model
parameters. For example, Li et al. [7] proposed calculating the
model parameters from the RD characteristics from the co-
located BU. Instead of estimating the model parameters from
the previous BU, Chen and Pan [38] taken the distributions of
the model parameters into consideration. In addition, Li et al.
[39] proposed using the convolutional neural network (CNN)
[40] to estimate the intra model parameters more accurately.
However, these methods are unable to solve the problem that
the current BU and its corresponding BU are not put the same
position at all.

B. Video-based Point Cloud Compression

The conversion from a point cloud to videos can be roughly
divided into three stages: clustering, packing, and padding. Ini-
tial clustering of the point cloud is first obtained by associating
each point with the face having the most similar normal. The
cluster is then refined by smoothing the generated patches.
After patch generation, the patch-based projection method uses
a simple packing strategy to organize the patches into videos.
The patch location is determined through an exhaustive search
in the raster scan order. The padding process then fills the
empty space between the patches to make the generated frames
more suitable for video coding. Note that the videos include
geometry and attribute videos to record the geometry and
attribute information.

To recover the point cloud from the encoded videos, some
header information is signaled to the decoder. An illustration
of the header information is shown in Fig. 2. In Fig. 2, we
give an example of the patch projected to the yoz plane.
For each patch, we need to signal the index of the projected
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TABLE I
BRIEF INTRODUCTIONS OF THE HEADER INFORMATION

Auxiliary information Notation Explanation
Projection plane n Indication of the projected plane; value range: 0, 1, 2.

2D bounding box (u0, v0) Top left 2D position of the bounding box; bpr basis.
(u1, v1) Size of the 2D bounding box; bpr basis.

3D location
δ0 Minimum depth of the current patch.
s0 Tangential shift of top left position of the current patch.
r0 Bi-tangential shift of the top left position of the current patch.

Block to patch bpr Block resolution; typical value: 16.
BP Block to patch array; bpr basis.

Occupancy map opr Occupancy map precision; typical value: 4 or 2.
OM Occupancy map array; or basis.
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Fig. 2. Illustration of the header information.

plane n, the 2D bounding box (u0, v0, u1, v1), and the 3D
location (δ0, s0, r0). Additionally, for each block with size
bpr × bpr, the array BP indicates which patch it belongs to.
for each block with size opr × opr, the array OM indicates
whether it is occupied or not. A detailed explanation of the
header information is shown in Table I. Note that both the 2D
bounding box and the block to patch information are signaled
based on the bpr to save bits.

Based on the header information, from Fig. 2, we can derive
the 3D to 2D correspondence from (x3, y3, z3) to (x, y) as
follows,  x = (z3− s0) + u0× bpr

y = (y3− r0) + v0× bpr
h(x, y) = x3− δ0,

(1)

where h(x, y) is the pixel value of position (x, y) in the geom-
etry frame. Also, we can derive the 2D to 3D correspondence
as follows,  x3 = δ0 + h(x, y)

y3 = y − v0× bpr + r0
z3 = x− u0× bpr + s0.

(2)

These 3D to 2D relationships will be used to find the corre-
sponding BU in the previous frame.

III. PROPOSED ALGORITHMS

As we have mentioned in Section I, a rate control algorithm
can be divided into bit allocation and bitrate control. We
will introduce the proposed bit allocation and bitrate control
algorithms in Section III-A and Section III-B, respectively.

TABLE II
PERFORMANCE OF DOWN-SAMPLING THE OCCUPANCY MAP BY 4 TIMES

FOR ALL THE BITRATES COMPARED WITH THE V-PCC REFERENCE
SOFTWARE.

Test Geom.BD-GeomRate Attr.BD-AttrRate
point cloud D1 D2 Luma Cb Cr

Loot 0.5% 0.8% 0.3% 0.0% –0.3%
RedAndBlack 0.3% 0.9% 0.1% 0.4% 0.2%

Soldier –0.2% 0.6% 0.8% 0.8% 0.9%
Queen 0.2% 0.8% –0.5% –1.1% –1.1%

LongDress 0.1% 0.6% 0.4% 0.3% 0.2%
Avg. 0.1% 0.7% 0.2% 0.1% 0.0%

A. Bit allocation

The bit allocation includes four levels: video level, GOP
level, picture level, and BU level.

1) Video level bit allocation: The video level bit allocation
aims to assign the total bits to the header information including
auxiliary information and occupancy map, the geometry video,
and the attribute video. The auxiliary information is always
encoded losslessly. The occupancy map is encoded losslessly
after down-sampling. However, the occupancy map resolution
opr that indicates the down-sampling ratio in both horizontal
and vertical directions needs to be determined. In the current
V-PCC reference software, the opr is related to the bitrate. It
is set as 2 and 4 in the highest bitrate and all the other bitrates,
respectively.

To find a good relationship between the target bits TRT and
opr, we compare the performance of setting the opr to 4 for all
the bitrates with the V-PCC reference software default setting
as shown in Table II. The experimental results show that
setting the opr to 4 suffers an average of 0.1% and 0.7% losses
for the geometry under D1 and D2 measurements, respectively.
In terms of the attribute, it leads to 0.2%, 0.1%, and 0.0% RD
performance losses for the Luma, Cb, and Cr components,
respectively. The experimental results obviously demonstrate
that setting the opr to 4 leads to almost no performance losses
for all the target bitrates within a normal range. In the extreme
high target bitrate case, the opr should be set as 2. Therefore,
the opr is determined using the following equation according
to the target bits per point TBppT ,{

opr = 2, TBppT > 1.0
opr = 4, TBppT ≤ 1.0.

(3)
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Fig. 3. Validation of the hyperbolic R− λ relationship.

After the opr is determined, the actual bits of the header
information ARH are fixed. The total target bits of the geom-
etry and attribute videos TRV are calculated by subtracting
ARH from TRT ,

TRV = TRT −ARH . (4)

Before introducing the video level bit allocation to assign
TRV to the geometry and attribute videos, we first validate
that the hyperbolic R− λ model proposed in [8] is still valid
for the geometry and attribute videos,

λ = αRβ . (5)

We count the R and λ of the geometry and attribute videos
under various bitrates. We fit the data using the hyperbolic
model as shown in Fig. 3. From Fig 3, we can see that the
determination coefficients R2 of all the fitted curves are larger
than 0.98. The experimental results obviously demonstrate
that the hyperbolic model is still valid for the geometry and
attribute videos. Additionally, note that αs of the geometry and
attribute videos show a large difference. The α of the attribute
is 100 times larger than that of the geometry.

The target of the video level bit allocation is to minimize the
distortion of the reconstructed point cloud under the constraint
of TRV . The distortion of the reconstructed point cloud is
modeled as a weighted combination of the geometry and
attribute distortions,

min
TRG,TRA

ωTDG + TDA, TRG + TRA ≤ TRV . (6)

where TDG and TDA are the distortions for the geometry and
attribute videos, respectively. TRG and TRA are the target bits
for the geometry and attribute videos, respectively. ω indicates
the relative importance of the geometry and attribute videos.
Generally, the geometry quality is more important than the
attribute quality. Therefore, ω is always larger than 1.

The constrained problem is converted to an unconstrained
problem by introducing a Lagrangian Multiplier λ,

min
TRG,TRA

ωTDG + TDA + λ(TRG + TRA). (7)

The unconstrained problem is solved using the Lagrangian
method by setting the derivatives to TRG and TRA as 0. Since
the geometry and attribute videos are encoded independently,
the unconstrained problem is solved using the following two
equations,

ω × ∂TDG

∂TRG
+ λ = 0, (8)

∂TDA

∂TRA
+ λ = 0. (9)

As λG and λA are the slopes of the RD curves of the geometry
and attribute videos,

λG = −∂TDG

∂TRG
, λA = −∂TDA

∂TRA
. (10)

Through substituting (10) into (8) and (9), we can derive the
solution as follows,

λG =
λA

ω
. (11)

As we can see from (11), the larger the ω is, the smaller
the λ of the geometry video is. This leads to more bits
assigned to the geometry video while fewer bits assigned to
the attribute video. Therefore, the larger the ω is, the better
the RD performance of the geometry is. However, it will lead
to worse RD performance for the attribute.

In addition to the constraints shown in (11), we have the
TRV as the other constraint,

TRG + TRA = TRV . (12)

Through substituting (12) and the hyperbolic model in (5) into
(11), we can derive the following equation,

ω × αGTR
βG

G − αA(TRV − TRG)
βA = 0. (13)

In (13), the only unknown parameters are αG, βG, αA, βA, and
ω. The αG, βG, αA, and βA are sequence-related parameters.
We obtain them through encoding the first 32 frames of the
point cloud twice using different bitrates. We choose the
bitrates r2 and r4 defined in the V-PCC common test condition
(CTC) [41] to calculate the parameters. The ω is set as 8 in
the overall experiment according to our experience. We will
analyze the influence of ωs on the performance of video level
bit allocation in the experimental results.

As shown in Fig. 3, the αG and αA are positive values and
the βG and βA are negative values. Therefore, the left term of
(13) is a monotone function of TRG. We can solve it using
the Bisection Method. After TRG is determined, we encode
the geometry video and obtain its actual bits ARG. Then we
calculate the target bits of the attribute video TRA as follows,

TRA = TRV −ARG. (14)

The target bits will guide the encoding process of the attribute
video.
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TABLE III
ΩPici SETTING FOR THE GEOMETRY AND ATTRIBUTE VIDEOS

Frame level Geometry Attribute
0 1.0 1.0
1 1.0 1.5874
2 1.0 3.1748
3 1.0 5.0397
4 1.0 6.3496

2) GOP level bit allocation: The GOP level bit allocation
has a simple aim in making the bit stream more adaptable to
the bandwidth. We follow the current method in the HM to
determine the GOP level target bits TRGOP ,

TRGOP =
AV GRPic × (NCoded + SW )−RCoded

SW
×NGOP ,

(15)
where AV GRPic is the average bits per picture. The NCoded

and RCoded are the number of coded pictures and spent bits,
respectively. The NGOP is the number of pictures in a GOP.
The SW is the size of the sliding window that aims to make
the bits adjustment more smoothly. The SW used in our
experiments is set to 40.

3) Picture level bit allocation: The picture level bit al-
location can be divided into intra frame bit allocation and
inter frame bit allocation. We follow the current method in
the HM to determine the bits of the intra frame. The intra
frame target bits is proportional to the frame complexity that
is measured using the sum of absolute transformed difference
(SATD). The inter frame bit allocation is related to both the
reference structures and video content. As proved in [6], the
λ ratio of various pictures should be inversely proportional to
their influences on the subsequent pictures,

λPici

λPicj

=
ΩPicj

ΩPici

. (16)

Additionally, the GOP level target bits are used as a constraint
of the sum of the target bits of all the pictures in the GOP,

NGOP∑
i=1

TRPici = TRGOP , (17)

where TRPici is the picture level target bits of the ith picture
in the GOP. Combining (5), (16), and (17), we can derive the
target bits for each picture.

To solve the above equations, we still need to derive the un-
known parameters including the hyperbolic model parameters
and ΩPici . The determination of the model parameters for each
picture αPici and βPici will be introduced in the bitrate control
process. Then the only unknown parameter is the ΩPici . We
followed the V-PCC CTC to set the ΩPici . It is different
from the setting in HEVC due to the following two reasons.
First, corresponding patches that put in different positions of
neighboring frames make the inter correlations become less.
Second, the geometry video has fewer correlations compared
with the attribute video as the neighboring depth frames are
less related. The detailed settings of the ΩPici for geometry
and attribute videos are shown in Table III. Note that the
pictures at the same hierarchical level have the same ΩPici .

We test under the random access coding structure with GOP
size 16. Therefore, there are five hierarchical levels. Note that
the ΩPici of the pictures at level 0 is set as 1.0 and used as
the basis for the other pictures.

4) Basic unit level bit allocation: The optimization target
of the BU level bit allocation is to minimize the reconstructed
quality of the point cloud frame under the constraint of TRPic.
When performing the BU level bit allocation, it is difficult to
accurately measure the influence of each BU on the recon-
structed quality of the point cloud frame. For simplification,
we consider the BUs containing occupied pixels have the same
importance. The BUs containing only unoccupied pixels will
have no influences on the reconstructed quality. Therefore, we
formulate the BU level bit allocation problem as follows,

min
λBUj

NPic∑
i=1 BUi∈BUO

TDBUi
, s.t.

NPic∑
i=1

TRBUi
= TRPic,

(18)
where TDBUi

and TRBUi
are the target distortion and bits

for the ith BU, respectively. NPic is the number of BUs in the
picture. BUO is the set of the occupied BUs in the picture. As
shown in (18), we care about the distortion of the occupied
PUs and ignore the distortions of the unoccupied PUs.

The unconstrained problem is converted to the following un-
constrained problem by introducing the Lagrangian Multiplier
λ,

min
λBUj

NPic∑
i=1 BUi∈BUO

TDBUi + λ

NPic∑
i=1

TRBUi . (19)

This unconstrained problem is solved by setting its derivative
to λBUj

as 0,

∂
NPic∑

i=1 BUi∈BUO

TDBUi

∂λBUj

+ λ

∂
NPic∑
i=1

TRBUi

∂λBUj

= 0. (20)

If BUj ∈ BUO, (20) is converted to the following equation,

∂TDBUj

∂λBUj

+ λ
∂TRBUj

∂λBUj

= 0, if BUj ∈ BUO. (21)

Since λBUj is the slope of the current BU, we can have

λBUj = λ, if BUj ∈ BUO. (22)

Eq. (22) is in accordance with the conclusion in [6] and [7].
The λBUj of each BU should be set as equal as possible to
optimize the RD performance of the current frame.

If BUj /∈ BUO, (20) is converted to the following equation,

λ
∂TRBUj

∂λBUj

= 0, if BUj /∈ BUO. (23)

From (5), we can have

∂TRBUj

∂λBUj

=
1

β
(
1

α
)

1
β λ

( 1
β−1)

BUj
≜ α1λ

β1

BUj
. (24)

As β1 is negative, through substituting (24) into (23), we can
have

λBUj = +∞, if BUj /∈ BUO. (25)
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According to (5), we can see that (25) indicates the unoccupied
BUs should be assigned 0 bits. This conclusion is in accor-
dance with our common sense that the unoccupied BUs that
have no influences on the reconstructed quality. Additionally,
the unoccupied BUs should be encoded using the infinity
λBUj

. In our implementation, to avoid data overflow during
the calculation of the RD cost, we set λBUj

as 160000.
In addition to the constraint shown in (22), the sum of the

target bits of all the occupied BUs should follow the picture
level target bits TRPic,

NPic∑
i=1 BUi∈BUO

TDBUi = TRPic. (26)

Combining (22), (5), and (26), we can derive the target bits
TDBUi for each BU. Additionally, we modify two other
aspects of the original BU level rate control algorithm in
HM to make it in accordance with the proposed BU level bit
allocation. First, the λBUj

is clipped in a limited range of the
λPic. The λBUj

of unoccupied BUs is not restricted within
a limited range of λPic in the proposed algorithm. Second,
only the distortions of the occupied BUs are counted into the
overall distortion of the current picture.

B. Bitrate control

The above bit allocation processes assign the bits to each
picture and BU. In this section, we will determine the λ and
quantization parameter QP for each picture and BU to finish
the encoding process. We use (5) to determine the λ. Then the
QP is determined using

QP = 4.3281× lnλ+ 14.4329. (27)

The only problem left in both the bit allocation and rate control
processes is how to determine the model parameters α and β.
In [7], it is proposed that the rate control model parameters
are calculated using

β = −Rλ

D
− 1, (28)

α = λR(1+Rλ
D ). (29)

During the rate control process, the current picture or BU has
not been encoded yet. They use λ, R, and D of the previously
encoded picture or the co-located BU at the same hierarchical
level to estimate the current model parameters.

The above method works well for the update of the picture
level model parameters under the V-PCC framework. However,
for the BU level bitrate control, the corresponding BUs may
be put in different positions. An occupied BU in the current
frame may correspond to an unoccupied BU in the co-located
position. Therefore, using the co-located BU to estimate the
model parameters becomes not working at all. In this paper, we
use the auxiliary information to find the corresponding BU in
the previous frame to obtain more accurate model parameters
for the current BU.

We first handle the case where some pixels are occupied
in the current BU according to the occupancy map of the
current picture OMc. If the center pixel of the current BU

(xc, yc)

(u0c, v0c)
(u0r, v0r)

x

y

nc

0c
r0c
s0cz

(0, 0, 0)

x

y

nr

0r
r0r

s0rz

(xr, yr)v1r

u1r

(x3c, y3c, z3c)

v1c

u1c

(x3c, y3c, z3c)

o

(0, 0, 0)
o

Fig. 4. Illustration of finding the corresponding BU.

is occupied, we will use it as the representative of the current
BU. If the center pixel of the current BU is unoccupied, we
will go through the current BU using the raster scan and use
the first occupied pixel as the representative of the current
BU. The representative pixel is denoted as (xc, yc). The idea
of finding the corresponding BU (xr, yr) is shown in Fig. 4.
Based on the block to patch information BPc, we can find
the current patch (xc, yc) belongs to. The patch can provides
us with the patch projected plane nc, the patch 2D bounding
box (u0c, v0c), the patch 3D location (δ0c, s0c, r0c). With
all these information, we can calculate the corresponding 3D
coordinate (y3c, z3c) using (2).

We then search all the patches in the previously coded frame
at the same hierarchical level to find the corresponding patch.
The patches should at least follow two constraints. First, the
projected plane of the reference patch nr should be the same
as nc. If the projected plane is different, the possibility to find
the corresponding patch will be very small. Even if the current
BU can find the corresponding BU in the previous frame,
different projection planes will lead to various shape changes
of the corresponding BUs. This will make the estimation of
the model parameters inaccurate. Therefore, we bypass the
reference patches with different projected planes from the
current patch. Second, the (y3c, z3c) should be within the
range of the reference patch,{

s0r ≤ z3c ≤ s0r + u1r × bpr − 1
ror ≤ y3c ≤ r0r + v1r × bpr − 1.

(30)

If the reference patch does not contain (y3c, z3c), it will be
impossible for the reference patch to have the current BU.

There may be multiple patches following the above two
constraints. For example, if one reference patch can satisfy the
constraint, the patch in its opposite position in 3D space also
has a good chance of satisfying the constraint. The differences
between these patches are the values of the δ0r. We will
choose the patch with the smallest difference between δ0r and
δ0c since the motion is usually not large between the current
frame and the previously coded frame at the same level.

After the reference patch is found, based on the assumption
that the 3D coordinates of the current pixel are the same as
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TABLE IV
CHARACTERISTICS OF THE TEST DYNAMIC POINT CLOUD

Test Frame Number Geometry Attributespoint cloud rate of points precision
Loot 30 ∼ 780000 10 bit RGB

RedAndBlack 30 ∼ 700000 10 bit RGB
Soldier 30 ∼ 1500000 10 bit RGB
Queen 50 ∼ 1000000 10 bit RGB

LongDress 30 ∼ 800000 10 bit RGB

that of the reference pixel,{
s0r + (xr − u0r × bpr) = s0c + (xc − u0c × bpr)
r0r + (yr − v0r × bpr) = r0c + (yc − v0c × bpr).

(31)
The coordinate of the reference BU (xr, yr) can be calculated
as {

xr = xc + (s0c − s0r) + (u0r − u0c)× bpr
yr = yc + (r0c − r0r) + (v0r − v0c)× bpr.

(32)

As we can see from (32), the right term is a combination of
the 3D and 2D patch offsets. Therefore, this coordinate offset
is essentially a global patch offset. We use the λ, R, and D
of the BU containing (xr, yr) to update the model parameters
of the current BU using (28).

For the case where no occupied pixels exist according to
the occupancy map, these BUs are usually very smooth. They
can share the model parameters. Therefore, we always obtain
the model parameters from the previously coded BU at the
same hierarchical level. Additionally, as we have mentioned
in Fig. 3, the αs of the geometry and attribute videos differ
significantly. Therefore, we set the initial α of the geometry
as the default one in HM dividing 10. We set the initial α of
the attribute as the default one in HM multiplying 10.

IV. EXPERIMENTAL RESULTS

The proposed algorithms are implemented in the V-PCC
reference software TMC2-5.0 [11] and the corresponding HM
[12] to compare with the V-PCC anchor without control. We
also use the λ-domain rate control algorithm designed for the
general videos as the anchor for comparison. Note that the
differences between the proposed algorithm and the anchor are
only the proposed BU level bit allocation and model updating
algorithms. We set all the other parameters the same including
the initial model parameters for a fair comparison. Note that
we use the same video level bit allocation algorithm for the
anchor and proposed rate control algorithm since there is
no video level bit allocation algorithm yet designed for the
V-PCC. For both the anchor and the proposed rate control
algorithm, the target bits are generated as follows. We run the
TMC2-5.0 anchor without rate control and count the number
of bits ranging from the low bitrate r1 to the high bitrate r5
following the V-PCC CTC. The counted bits are then used
as the target bits for both the anchor and the proposed rate
control algorithm.

We test the lossy geometry, lossy attribute, random access
(RA) case to demonstrate the effectiveness of the proposed
algorithms. We perform the experiments on the five dynamic

TABLE V
OVERALL PERFORMANCE OF THE PROPOSED RATE CONTROL ALGORITHM

COMPARED WITH THE ORIGINAL RATE CONTROL ALGORITHM

Test Geom.BD-TotalRate Attr.BD-TotalRate
point cloud D1 D2 Luma Cb Cr

Loot –1.7% –2.0% –2.1% –1.6% –2.4%
RedAndBlack –0.1% –0.3% –3.8% –4.9% –5.5%

Soldier –2.1% –2.9% –0.1% 0.5% 1.2%
Queen –2.7% –2.5% –1.5% 0.6% 0.5%

LongDress –3.3% –3.1% –4.4% –5.4% –5.4%
Avg. –2.0% –2.2% –2.4% –2.1% –2.3%

TABLE VI
OVERALL PERFORMANCE OF THE PROPOSED RATE CONTROL ALGORITHM

COMPARED WITH THE TMC2-5.0 ANCHOR

Test Geom.BD-TotalRate Attr.BD-TotalRate
point cloud D1 D2 Luma Cb Cr

Loot 6.1% 4.5% 2.7% 0.2% 1.0%
RedAndBlack 12.5% 12.9% 2.3% 2.0% 2.5%

Soldier –7.3% –6.2% 1.0% –2.4% –1.3%
Queen –2.3% –1.9% 6.7% 0.2% 2.2%

LongDress 15.7% 11.1% 7.8% –2.8% 0.6%
Avg. 4.9% 4.1% 4.1% –0.6% 1.0%

point clouds defined in the V-PCC CTC [41]. The detailed
characteristics of the test point clouds are shown in Table IV.
In the current V-PCC reference software, every 32 frame
is encoded as independent sequences. Therefore, we test 32
frames as a good representative for the whole point cloud to
verify the performance of the proposed algorithms. Since the
bits generated by the anchor and the proposed algorithms are
not the same, the Bjontegaard-Delta-rate (BD-rate) [42] is used
to compare the respective RD performances.

We show the benefits of the proposed algorithm in two
aspects: the RD performance and the bits error between
the target bits and actual bits. For the RD performance of
the geometry, we report the BD-rates for both point-to-point
PSNR (D1) and point-to-plane PSNR (D2) [41]. For the RD
performance of the attribute, the BD-rates for the Luma, Cb,
and Cr components are reported. In the following subsections,
we first introduce the overall performance of the proposed
rate control algorithm. Then we report the performance and
analysis of the proposed algorithms individually.

A. Overall performance of the proposed rate control algorithm

Table V shows the overall RD performance of the proposed
rate control algorithm compared to the anchor with rate
control. Note that the ω is set as 8 in the overall experimental
result. We will show the influences of different ωs in the
next subsection. In addition, we only enable the proposed
BU level bit allocation algorithm for the attribute instead of
the geometry. This will also be explained in the following
subsections. From Table V, we can see that the proposed
algorithm can lead to 2.0% and 2.2% RD performance im-
provements on average for the geometry under the D1 and
D2 measurements, respectively. The proposed algorithm can
save an average of 2.4%, 2.1%, and 2.3% bits for the Luma,
Cb, and Cr components, respectively. The proposed algorithms
bring up to 3.3% and 3.1% RD performance improvements for
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Fig. 5. Typical examples of the RD curves.

the geometry for the point cloud “LongDress”. In addition, it
brings 4.4%, 5.4%, and 5.4% bits savings for the attribute
accordingly. The experimental results demonstrate that the
proposed rate control algorithm can lead to obvious bits
savings compared to the anchor with rate control.

Table V shows the overall RD performance of the proposed
rate control algorithm compared to the anchor without rate
control. First, we can see that the proposed algorithm leads
to about 4% to 5% bits increase compared to the anchor
without rate control. As the intra frame costs much more bits
than the inter frames, the immediate inter frames after the
intra frame are assigned much fewer bits compared with the
anchor to keep the balance of the buffer. Those frames will
suffer some quality degradations that will propagate to the
subsequent frames. That is why we suffer some performance
losses on average. Second, the performance of each individual
point cloud varies significantly. This is because the anchor
without rate control and the proposed rate control algorithm
are setting different ωs. The anchor without rate control is
using larger ωs for lower bitrate while smaller ωs for higher
bitrate. Additionally, we show the geometry and attribute RD
curves for “Queen” for validation in Fig. 5. The proposed
rate control algorithm shows better RD performance compared
with the anchor with rate control. However, it leads to some
improvements for some target bits while some losses for the
other target bits compared to the anchor without rate control.

Table VII shows the comparison of the bits error between
the anchor and the proposed rate control algorithm. We can
see that the proposed rate control algorithm achieves smaller
average bits error as well as maximum bits error compared
with the anchor. The smaller bits error mainly comes from

TABLE VII
BITS ERRORS COMPARISON BETWEEN THE ANCHOR AND THE PROPOSED

RATE CONTROL ALGORITHM

Test case Point cloud r1 r2 r3 r4 r5

Anchor

Loot 2.65% 2.16% 1.41% 0.88% 0.40%
RedAndBlack 6.23% 4.09% 2.93% 2.07% 0.95%

Soldier 4.15% 3.21% 2.32% 1.29% 0.46%
Queen 4.73% 3.45% 2.11% 1.13% 0.58%

LongDress 4.04% 2.91% 2.04% 1.67% 0.46%
Avg. 2.33%
Max 6.23%

Proposed

Loot 2.57% 2.18% 1.42% 0.81% 0.40%
RedAndBlack 5.36% 4.00% 2.82% 1.72% 0.83%

Soldier 4.16% 3.34% 2.35% 1.29% 0.56%
Queen 4.73% 3.44% 2.10% 1.13% 0.58%

LongDress 3.79% 2.40% 1.72% 0.75% 0.22%
Avg. 2.19%
Max 5.36%

TABLE VIII
PERFORMANCE OF THE PROPOSED RATE CONTROL ALGORITHM WITH ω

SET AS 6 COMPARED WITH THAT WITH ω SET AS 8

Test Geom.BD-TotalRate Attr.BD-TotalRate
point cloud D1 D2 Luma Cb Cr

Loot 10.1% 10.7% –6.5% –5.1% –6.7%
RedAndBlack 10.4% 10.5% –5.2% –6.0% –5.6%

Soldier 14.1% 14.6% –4.1% –2.4% –3.8%
Queen 20.2% 20.4% –0.6% –2.6% –3.9%

LongDress 24.4% 23.7% –1.6% –3.5% –3.2%
Avg. 15.8% 15.9% –3.6% –3.9% –4.6%

a more reasonable bit allocation and a better model updating
scheme. Additionally, we can see that both the anchor and
the proposed algorithm lead to much more serious bits errors
in low bitrate case compared with those in high bitrate case.
The portion of the intra bits in low bitrate case is higher than
that in high bitrate case. The larger portion of intra bits leads
to fewer bits available for the subsequent frames and brings
larger errors.

B. Performance of the video level bit allocation

In this section, we will analyze the performance of the video
level bit allocation algorithm under different ωs. Table VIII
and Table IX show the performance of the proposed algorithm
with ωs set as 6 and 10 compared to ω set as 8, respectively.
We can see that the larger the ω is, the better RD performance
we can achieve for the geometry. However, the worse RD per-
formance we will obtain for the attribute. This is in accordance
with our analysis in Section III-A that larger λ corresponds
to better RD performance for the geometry while worse RD
performance for the attribute. However, we are still confused
about how to select a better ω for the overall reconstructed
point cloud quality.

Essentially, to obtain the optimal ω, we need a full experi-
mental result on the subjective quality of reconstructed point
cloud under different ωs. However, this is not the main focus of
this work. We just show a few examples of subjective qualities
in high and low bitrates to find a suitable ω as shown in Fig. 6
and Fig. 7. We can see very obvious geometry distortions in
the low bitrate case if we set the ω as 6. In addition, very
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(a) original (b) ω = 6 (c) ω = 8 (d) ω = 10

Fig. 6. Subjective qualities of setting different ωs in low bitrate case. The example cropped from “Loot” with picture order count 1001. The target bits are
1310816

(a) original (b) ω = 6 (c) ω = 8 (d) ω = 10

Fig. 7. Subjective qualities of setting different ωs in high bitrate case. The example cropped from “Loot” with picture order count 1001. The target bits are
8097008.

TABLE IX
PERFORMANCE OF THE PROPOSED RATE CONTROL ALGORITHM WITH ω

SET AS 10 COMPARED WITH THAT WITH ω SET AS 8

Test Geom.BD-TotalRate Attr.BD-TotalRate
point cloud D1 D2 Luma Cb Cr

Loot –7.0% –6.6% 7.2% 9.9% 7.9%
RedAndBlack –8.3% –7.9% 7.0% 7.9% 7.0%

Soldier –11.5% –11.9% 5.4% 9.1% 7.6%
Queen –12.4% –12.8% 2.7% 3.2% 2.7%

LongDress –15.8% –15.1% 2.6% 3.9% 3.6%
Avg. –11.0% –10.9% 5.0% 6.8% 5.8%

TABLE X
BITS ERRORS COMPARISON BETWEEN DIFFERENT ωS OF THE PROPOSED

RATE CONTROL ALGORITHM

ω Average bits error Maximum bits error
6 2.17% 5.42%
8 2.19% 5.36%

10 2.19% 5.55%

obvious attribute distortions are observed in the high bitrate
case if we set the ω as 10. The optimal ωs may vary under
different target bits. In this paper, we choose ω as 8 to get a
better performance balance in the low and high bitrate cases.

In addition to the RD performance, we show the bits errors

TABLE XI
PERFORMANCE OF THE PROPOSED MODEL UPDATING ALGORITHM

COMPARED TO THE ORIGINAL MODEL UPDATING ALGORITHM

Test Geom.BD-TotalRate Attr.BD-TotalRate
point cloud D1 D2 Luma Cb Cr

Loot –1.7% –2.0% 0.8% 1.5% 0.4%
RedAndBlack 0.0% –0.1% –0.6% –1.1% –1.3%

Soldier –2.2% –2.9% 0.9% 0.9% 2.1%
Queen –2.7% –2.5% 0.0% 1.6% 1.0%

LongDress –3.2% –3.0% –2.5% –4.0% –3.6%
Avg. –1.9% –2.1% –0.3% –0.2% 0.3%

of setting different ωs in Table X. We can see that the proposed
algorithms have very similar average and maximum bits errors
under various ωs. The different settings of ωs only have very
small influences on the bits errors.

C. Performance of the proposed model parameter estimation

Table XI shows the performance of the proposed model
updating algorithm compared with the original model updating
algorithm. We can see that the proposed model updating algo-
rithm leads to 1.9% and 2.1% bits savings on average under
D1 and D2 quality measurements, respectively. It can bring
an average of 0.3%, 0.2% and 0.3% performance improve-
ments for the Luma, Cb, and Cr components, respectively.
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TABLE XII
BITS ERRORS COMPARISON BETWEEN THE PROPOSED MODEL UPDATING

ALGORITHM COMPARED TO THE ANCHOR WITH RATE CONTROL

Average bits error Maximum bits error
Anchor 2.33% 6.23%

Proposed 2.27% 5.73%

TABLE XIII
PERFORMANCE OF THE BU LEVEL BIT ALLOCATION ALGORITHM FOR

ATTRIBUTE COMPARED WITH THE ORIGINAL BU LEVEL BIT ALLOCATION
ALGORITHM

Test Geom.BD-TotalRate Attr.BD-TotalRate
point cloud D1 D2 Luma Cb Cr

Loot 2.8% 5.2% –0.2% 1.0% –2.0%
RedAndBlack 0.4% 1.8% –1.1% –1.0% –1.1%

Soldier 2.2% 4.1% 1.1% 1.6% –1.6%
Queen 5.7% 6.6% 1.2% –1.3% 0.1%

LongDress 3.2% 5.0% 0.0% 0.2% 0.1%
Avg. 2.8% 4.5% 0.2% 0.1% –0.9%

The experimental results show the proposed model updating
algorithm can bring a better RD performance for the geometry
compared with attribute. As we have shown in Section III-B,
we use the center pixel to represent the current BU to find the
corresponding pixel. However, the corresponding pixel may
not be the center pixel of the corresponding BU. Therefore,
the corresponding BUs are usually not with exactly the same
content. This situation will be more serious for the attribute
video whose texture is less smooth compared with that of the
geometry video.

Table XII shows the average and maximum bits error
comparison between the proposed model updating algorithm
and the original model updating algorithm. We can see that
the proposed model updating algorithm brings both smaller
average and maximum bits errors. As most BUs can obtain
more accurate model parameters, both smaller average and
maximum bits errors are achieved. The experimental results
demonstrate that the proposed model updating algorithm can
bring better RD performance as well as smaller bits errors
compared with the original model updating algorithm.

D. Performance of the proposed BU level bit allocation

Table XIII and Table XIV show the performance of the BU
level bit allocation algorithm for the geometry and attribute
compared with the original BU level bit allocation, respec-
tively. We can see that the proposed BU level bit allocation
algorithm leads to obvious RD performance improvements for
the attribute. However, it brings some RD performance losses
for the geometry. That is why we disabled the BU level bit
allocation algorithm in the overall experimental results.

The different padding algorithms for the geometry and
attribute are the key reasons why the proposed BU level bit
allocation leads to different performances. An unoccupied ge-
ometry BU is padded using the horizontal extension from the
left border pixels or the vertical extension from the top border
pixels if the left border pixels are unavailable. The unoccupied
geometry BU will always not cost many bits through intra
horizontal prediction or vertical prediction even if the proposed

TABLE XIV
PERFORMANCE OF THE BU LEVEL BIT ALLOCATION ALGORITHM FOR

GEOMETRY COMPARED WITH THE ORIGINAL BU LEVEL BIT ALLOCATION
ALGORITHM

Test Geom.BD-TotalRate Attr.BD-TotalRate
point cloud D1 D2 Luma Cb Cr

Loot 0.0% 0.0% –2.9% –3.2% –2.8%
RedAndBlack –0.2% –0.2% –3.2% –3.8% –4.2%

Soldier 0.0% 0.0% –1.0% –0.3% –0.9%
Queen 0.0% 0.0% –1.5% –0.9% –0.5%

LongDress –0.1% –0.1% –1.9% –1.5% –1.9%
Avg. –0.1% –0.1% –2.1% –1.9% –2.1%

(a) Geometry

(b) Attribute

Fig. 8. Typical example of the reconstructed frame of the geometry and
attribute. The example is from picture order count 5 of “Loot” with target
bits 8097008.

BU level bit allocation is not used. However, an unoccupied
attribute BU is padded using a pull-push algorithm to minimize
the overall bitrate for both the completely unoccupied BU
and partially unoccupied BU [43]. Therefore, the proposed
BU level bit allocation has a larger chance to save some bits
and improve the overall performance. To better illustrate this
problem, we show an example of the reconstructed frames of
the geometry and attribute videos in Fig 8. We can see very
obvious blocking artifacts for the unoccupied BUs as indicated
by the red triangles in the attribute frame. This is due to the
bits savings for the residue of the unoccupied BUs. However,
we cannot see similar artifacts in the geometry frame as the
unoccupied BUs in the geometry frame is very smooth.
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TABLE XV
BITS ERRORS COMPARISON BETWEEN THE PROPOSED BIT ALLOCATION

ALGORITHMS AND THE ORIGINAL BIT ALLOCATION ALGORITHM

Average bits error Maximum bits error
Original 2.27% 5.73%

Geometry 2.26% 6.30%
Attribute 2.19% 5.36%

Table XV shows the bits errors comparison between the
proposed bit allocation algorithms and the original bit allo-
cation algorithm. We can see that the proposed BU level bit
allocation for the geometry leads to similar average bits error
and a little bit higher maximum bits error compared with the
original bit allocation algorithm. Since the overall bits errors
are mainly determined by the rate control accuracy of the
attribute video, these two algorithms show similar bits errors.
The proposed BU level bit allocation for the attribute leads
to smaller average and maximum bits errors due to a more
reasonable bit allocation.

V. CONCLUSION

In this paper, we propose the first rate control algorithm for
the video-based point cloud compression (V-PCC) framework.
We mainly have the following key contributions to address
the new features brought by the V-PCC framework. First,
we propose a video level bit allocation algorithm to assign
the bits between the geometry and attribute videos. Second,
we introduce a basic unit (BU) level bit allocation algorithm
assigning zero bits to the unoccupied BUs by ignoring their
distortions. Third, we propose a more accurate model updating
scheme by finding the corresponding BUs with similar video
content in the previous frame at the same hierarchical level.
The proposed rate control algorithms are implemented in the
V-PCC and the corresponding High Efficiency Video Coding
(HEVC) reference software. The experimental results show
that the proposed algorithms can lead to very obvious rate
distortion performance improvements as well as smaller bits
errors. We will investigate the optimal video, picture level bit
allocation algorithms in our future work to achieve even better
performance.
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